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Abstract Idealized models are useful for the investigation of dynamical phenomena in which physical
processes play a secondary role. Typically, such models employ highly idealized topography and zonally
symmetric equilibrium temperatures as forcings. However, these simplifications are somewhat unrealistic
and make these models unfit for investigations in which similarity with the real atmosphere is crucial. In this
study, we present a new idealized model of the stratosphere-troposphere system which has a more Earth-like
circulation than previous models. We accomplish this by introducing into the dry dynamical core of the
Geophysical Fluid Dynamics Laboratory realistic topography and equilibrium temperatures with zonal
asymmetries. We then explore the model’s sensitivity to the prescribed strength of the surface momentum
drag. We find improvements in the model’s circulation when validating against reanalysis. Most notably, the
strength and structure of the winds, the spectrum of planetary waves, and the frequency of stratospheric
sudden warming events are more realistic than in traditional idealized models. In the extratropics, the
diagnosed diabatic forcing of the model also compares favorably against the observations. We further find
that variations in the surface momentum damping exert an important control on the model’s circulation,
including the frequency of stratospheric sudden warming events. We believe that the newmodel reduces the
gap between traditional idealized models and full models and that it is useful for the investigation of
phenomena in which greater similarity with the real system is needed. The code for the new model and its
equilibrium temperature data set is published on GitHub.

1. Introduction

Idealized general circulation models are popular tools for the study of atmospheric dynamics. Idealized mod-
els solve the primitive equations by nudging the temperatures toward prescribed equilibrium temperatures
to represent diabatic heating, essentially isolating the dynamics from the complicated physical parameteriza-
tions. Idealized models are simple and easy to use, and their low computational cost allows intensive studies
of parameter sensitivities. Since Held and Suarez (1994, hereafter HS94) proposed a basic setup for this class
of models, a number of follow-up studies extended such models into the stratosphere (Jucker et al., 2013,
2014; Kushner & Polvani, 2004; Polvani & Kushner, 2002; Reichler et al., 2005).

The reason behind the extension of models into the stratosphere is an increasing interest in stratospheric
dynamics, in particular in stratospheric sudden warming events (SSWs). SSWs are extreme circulation phe-
nomena of the northern hemispheric winter stratosphere, characterized by sudden increases of temperatures
and breakdowns of the stratospheric polar vortex (Mcintyre, 1982). The interest in SSWs is related to the dyna-
mical coupling between the stratosphere and troposphere and the realization that SSWs are a key ingredient
for the coupling. In other words, SSWs have important and long-lasting impacts on surface weather and cli-
mate (Baldwin & Dunkerton, 2001; Thompson et al., 2002). SSWs are mostly phenomena of atmospheric
dynamics, and the radiative relaxation time scale also plays a role (Hitchcock et al., 2013). Therefore, idealized
models are well suited to study SSWs, as also reflected by the large number of previous studies that
employed such models to understand SSW dynamics.

Matsuno (1971) showed that SSWs are primarily caused due to the interaction of the polar vortex with plane-
tary waves, which originate from the lower atmosphere and propagate upward into the vortex region.
Consequently, planetary waves are a prerequisite for the occurrence of SSWs (Charlton et al., 2007; Polvani
& Waugh, 2004). Topography is an important factor for the generation of such waves (Chen & Trenberth,
1988; Held et al., 2002), and several idealized modeling studies have investigated the effect of topography
on the occurrence of SSWs (Gerber & Polvani, 2009; Jucker et al., 2014; Sheshadri et al., 2015). These studies
found that in order to create a sufficient number of SSWs, a wave-2 sinusoidal topography with a peak-
to-trough difference of 6,000m is ideal. Conversely, Wu and Smith (2016) found that an Earth-like topography
alone does not produce sufficient planetary waves and number of SSWs. Therefore, studies of stratospheric
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dynamics with idealized models require a topography with an unrealistically large amplitude. However, we
believe that for certain studies this is an important limitation because actual topography is crucial for the gen-
eration of a realistic spectrum of planetary waves.

Idealized models are also limited by their lack of zonal asymmetries in the equilibrium temperatures and thus
in the diabatic forcing of the flow. Realistic zonal asymmetries in the diabatic forcing are essential for creating
the thermal contrast between land and ocean, which besides topography is another important forcing
mechanism for planetary waves (Held et al., 2002). This also explains why previous studies needed topogra-
phy with a very large amplitude, as the zonally symmetric equilibrium temperatures did not produce enough
planetary waves for the generation of SSWs.

Another uncertainty of idealized models is the momentum damping in the planetary boundary layer. Chen
et al. (2007) found that the damping rate is important for the latitudinal position of the tropospheric jet, in
the sense that increasing the damping moves the jet equatorward. There is reason to believe that the mer-
idional alignment of the circulation with the topography, which among other things depends on the damp-
ing, influences the planetary waves and their interaction with the polar vortex (Limpasuvan & Hartmann,
2000). Most of the previous studies followed the surface damping rate given by HS94, which at the surface
is 1 d�1. But given the crucial influence of the damping rate on the simulated circulation, the choice of the
rate needs to be reconsidered carefully.

The goal of the present study is to overcome some of the limitations and uncertainties of previous studies by
introducing actual topography and zonally asymmetric equilibrium temperatures into an idealized model. As
we will show, the two changes combined lead to a circulation that is much more realistic than in former stu-
dies. We then use the new model to perform a parameter sweep experiment, using different values of the
momentum damping at the surface, and study the sensitivity of the coupled stratosphere-troposphere sys-
tem to the damping.

The paper is organized as follows. In section 2, we describe the setup of our model and the numerical experi-
ments. In section 3, we present the analysis of our experiments, with a particular emphasis on the improved
stratospheric and tropospheric circulation and frequency of SSWs. Finally, section 4 gives a conclusion
and discussion.

2. Model Description and Numerical Experiments
2.1. Model Setup

We use the Geophysical Fluid Dynamics Laboratory (GFDL) spectral dynamical core at a horizontal resolution
of T42 (Polvani & Kushner, 2002). The model has 40 vertical σ levels between the surface and 0.01 hPa. Linear
Rayleigh damping of the low-level winds is used to mimic frictional effects in the boundary layer.
Temperatures T are nudged by Newtonian relaxation toward prescribed radiative equilibrium temperatures
Teq, that is,

∂T
∂t

¼ � T � Teq
τ

; (1)

where τ is the prescribed relaxation time scale. Throughout this study, the Teq fields are determined individu-
ally for each month of the year, and linear interpolation is used to prescribe daily varying values to the model.
We start our experiments using an analytically determined Teq profile given in the appendix of Jucker et al.
(2014, hereafter JFV14). This initial profile, which we denote as Teq(0), is a function of latitude, height, and time,
and it can be easily modified through parameters. Compared to earlier studies, the JFV14 formulation for Teq
substantially improves the stratospheric wind and temperature structure and allows more planetary wave
fluxes to reach the stratosphere. The time scale τ in (1) is also taken from JFV14 and is kept the same for all
our experiments.

Our initial Teq(0) is zonally symmetric. However, as discussed in the introduction, zonal variations in diabatic
heating, which in our model are related to zonal variations in Teq, are important for creating stationary waves
and for the wave forcing of the stratosphere (Becker & Schmitz, 2003). In contrast to earlier studies with idea-
lized models, we therefore optimize Teq by introducing zonal asymmetries into it. This is achieved by follow-
ing the iterative procedure by Chang (2006). The iteration consists of N steps. During each step, we use a fixed
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Teq, named Teq(N), and run the model for Y years. We then calculate the

three-dimensional model simulated temperature climatology T Nð Þ ,
compare it on pressure levels against the corresponding climatology

TR from the second Modern-Era Retrospective analysis for Research
and Applications (Bosilovich et al., 2016), and correct Teq for the next
iteration step N + 1 according to

Teq Nþ1ð Þ ¼ Teq Nð Þ � 2
3

T Nð Þ � TR
� �

;N ¼ 1; 2; 3;… (2)

The factor of 2/3 follows Chang (2006) to avoid overcorrection, over-
bars indicate climatological averages, and all fields are calculated indi-
vidually for each month of the year. The result of the iteration is that
zonal asymmetries are added into Teq and that the simulated tempera-
ture climatology converges toward that of the reanalysis. Note that

using TR as Teq would create a zero forcing in the mean if the model’s temperature climatology would be

the reanalysis climatology. Thus, TR is inadequate as a forcing for the model.

The lower boundary of our model is formed by the actual Earth topography, taken from the GFDL AM2.1 cli-
mate model (Anderson et al., 2004). This topography allows for the generation of more realistic planetary
waves than in models with sinusoidal topography.

2.2. Numerical Experiments

In idealized models, the horizontal winds in the boundary layer are typically damped by Rayleigh friction fol-
lowing HS94. Mathematically, this can be written by

∂v
∂t

¼ …� kv σð Þv; (3)

where v is the wind and σ is the model’s vertical sigma level p/ps. In (3), kv is the damping rate, following the
form in HS94 as

kv ¼ kf max 0;
σ � σb
1� σb

� �
; (4)

where kf is the surface damping rate and σb = 0.7. Thus, the damping rate kv decreases linearly with height,
from a prescribed surface value kf to a value of zero at σ = 0.7 and above. We denote kf as the surface drag.

We perform a number of numerical experiments with our model, using different strengths of the surface
drag. We denote these experiments as DRAG experiments. In total, we perform 13 experiments (D1 …

D13), with their surface drag shown in Figure 1. Simulation D1 has the smallest, and D13 has the largest drag.
Most experiments consist of N = 31 iterations, ensuring that Teq converges toward a stable solution and a
temperature climatology that resembles the reanalysis. D1, D2, D4, and D8 start from an already equilibrated
Teq taken from D3, necessitating less iterations for convergence. Each iteration is run for Y = 30 years, except
for the last two iterations (N = [30, 31]), which are run for 201 and 501 years, respectively, to improve our final
statistical analysis.

In order to put our results into perspective, we also perform a 501-yearlong control run (denoted by CTR). Teq
for CTR follows the simulation 3 formulation given by JFV14. CTR does not undergo the iterative procedure
described above, has an analytical Teq without zonal asymmetries, and uses a wave-2 sinusoidal topography
with a 3-km amplitude centered at 45°N. There is only one difference between our CTR and JFV14 simulation
3: We add a seasonal cycle to CTR by calculating monthly values following Jucker et al. (2014, equations
(A12)–(A15)), which are then interpolated to daily values. In contrast, the original JFV14 simulation is run in
a perpetual January mode.

2.3. Data Analysis

Most of our analysis is carried out for January-February-March (JFM) means, and most variables are latitude-
weighted averages from 20°N to 90°N, considering all levels from 1,000 to 1 hPa, unless otherwise specified.

Figure 1. Surface drag (d�1) for the DRAG (colored circles) and CTR (gray
diamond) experiments.
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In calculating climatologies, we discard from each iteration the first year as spin-up and focus our analysis on
the remaining 500 years. The climatologies of our experiments are validated against the ERA-40 reanalysis
(1958–2001; Uppala et al., 2005).

Our definition of SSWs is similar to the criterion of Charlton and Polvani (2007), considering a reversal of the
daily zonal-mean zonal wind at 10 hPa and 60°N. Two wind reversals in the same season are treated as dis-
tinct SSWs if they are separated by at least 43 days. Based on the National Centers for Environmental
Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis (NNR; Kalnay et al., 1996) over
the period 1948–2015, we find an observation-based climatological SSW frequency bp of 0.53 events per year.
In calculating the confidence interval ofbp, we assume that SSWs are independent Bernoulli trials and neglect
the possibility of multiple SSWs per year (in NNR, this occurs only in 5 out of the 36 years with SSWs). Then, the
approximate confidence interval is given by

bp±z1�α
2
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffibp 1� bpð Þ
n

r
; (5)

where z1�α
2
is the 1� α

2 quantile of a standard normal distribution, α = 0.05 is the target error rate, and n = 68 is
the number of years of the NNR. With this, the 95% confidence interval of the yearly SSW frequency in the
NNR is 0.41–0.65.

We follow the Baldwin and Dunkerton (2001) definition of the northern annular mode (NAM). The spatial
NAM pattern at each pressure level is the first empirical orthogonal function of daily data from January to
March of the 500-year zonal mean geopotential height anomalies north of 20°N. The anomalies are calculated
with respect to the daily varying climatology.

We employ Eliassen-Palm (EP) flux diagnostics (Eliassen & Palm, 1961) to analyze wave-mean flow interaction.
More specifically, we calculate the horizontal and vertical component of the quasi-geostrophic version of the
EP-flux vector F (Edmon et al., 1980) in pressure coordinates. For a graphical display, we scale the horizontal

and vertical vectors by
1
a· cosφ

π and cosφ
105Pa

(a is the radius of the Earth, while φ is latitude), respectively. Both vectors

are also scaled by a factor of
ffiffiffiffiffiffiffiffi
1;000
p

q
(p is pressure). Vertical vectors above 100 hPa are additionally multiplied

by a factor of 6.0 for clarity.

We use observation-based estimates of the climatological three-dimensional distribution of the diabatic
heating rate Q, determined by Chan and Nigam (2009) as the residual in the thermodynamic equation based
on ERA-40 reanalysis.

3. Results
3.1. Error Evolution by Iteration

To evaluate our simulations and iterations and to identify which value for the surface drag parameter is best,
we study simulation errors with respect to the ERA-40 reanalysis for six quantities (Figure 2). The quantities
are the NH climatological JFM (a) tropospheric temperature, (b) stratospheric temperature, (c) tropospheric
zonal wind, (d) stratospheric zonal wind, (e) latitude-pressure cross section (20–90°N, 1,000–1 hPa) of the
NAM pattern, and (f) the SSW frequency bp. Here tropospheric refers to 1,000–200 hPa and stratospheric to
100–1 hPa. Our choice of quantities wasmotivated by an interest in the dynamical coupling between the stra-
tosphere and the troposphere. In each panel, the columns are for the different experiments and the rows are
for the various iterations, with the first iteration at the top and the last iteration at the bottom. The shading in
each grid box indicates the error.

Going from top to bottom, the errors generally decrease with increasing iteration number. This reduction can
be seen in almost all quantities, indicating that improving the temperatures in an idealized model generally
leads to improved simulations of the atmospheric circulation. The general reduction in errors with iteration
also demonstrates the success of our iterative procedure in achieving a more realistic Earth-like circulation.
This becomes particularly clear by comparing the errors for the last iteration of our DRAG experiment with
that of the CTR experiment (last column, bottom).

The relative reduction in error is larger for temperature (factor 6, from initially 6 to 1 K) than for the zonal wind
(factor 3, from 9 to 3 m/s in the troposphere and from 15 to 5 m/s in the stratosphere) and for the other
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quantities. The fact that the error reduction is slower for the zonal wind
and that it continues beyond apparent reductions in temperature
suggests that the zonal wind is not only determined by the thermal
wind relationship. Subtle nongeostrophic effects, like wave-mean
flow interaction or changes in surface drag, are also important. The
reduction in error is also not strictly monotonic with iteration,
suggesting that the 30-yearlong climatological means of each
iteration are perhaps somewhat short relative to the internal
variability. The last two iterations (30 and 31) are much longer (200
and 500 years, respectively) and therefore show much reduced errors
for the zonal wind. It is also of note that the errors in zonal wind are
larger in the stratosphere than in the troposphere, probably because
of the overall larger wind speeds and internal variability in the
stratosphere. The error reduction for the NAM pattern is relatively
slow, with some experiments showing almost no improvement by
iteration. The evolution of the frequency of SSWs (Figure 2f) deserves
some extra discussion. We note first that the outcomes from iteration
to iteration for the same experiment are quite variable. This reflects
the fact that SSWs are rare events, that the frequency is affected by
considerable internal variability, and that the 30-yearlong period is
relatively short for deriving reliable estimates of the frequency. The
large internal variability and slow convergence of the SSW frequency
was also one of our main reasons to conduct a relatively large
number of iterations (31) and increase the length of the last two
iterations (from 30 to 200 and 500, respectively).

Another point of interest is that the magnitude of the surface drag has
a significant influence on the climatological NAM pattern and fre-
quency of SSWs. In other words, the surface drag influences the tropo-
spheric internal variability and the nature of the coupling between the
stratosphere and troposphere. Experiments with large surface drag
(D8–D13) tend to have large NAM errors and a much-reduced SSW fre-
quency (5%), while experiments with smaller drag (D1–D4) have a NAM
pattern that is similar to that of the reanalysis and a SSW frequency that
is too high (up to 80%) compared to the reanalysis. Note that this influ-
ence of the surface drag is despite similar and small errors in the simu-
lation of temperature and wind across the 13 experiments. We also
note that for certain experiments (D5–D6), the frequency of SSWs is
very similar to the observations, despite the use of a realistic topogra-
phy in our idealized model setup. This is in contrast to most previous
studies, which had to use unrealistically large amplitude bottom topo-

Figure 2. Climatological errors during January-February-March with respect to
reanalysis. The colors and contours show the same information, with color
bars omitted for simplicity. Shown are (a) tropospheric (1,000–200 hPa) tem-
perature (in K), (b) stratospheric (100–1 hPa) temperature, (c) tropospheric
(1,000–200 hPa) zonal wind (in m/s), and (d) stratospheric (100–1 hPa) zonal
wind, (e) northern annular mode pattern (20–90°N, 1,000–1 hPa) (in m), and (f)
stratospheric sudden warming (SSW) frequencybp (in events per 100 years, or %).
(a)–(d) are three-dimensional (longitude, latitude, and pressure) northern
hemispheric root-mean-square (RMS) differences with respect to ERA-40, (e) is a
two-dimensional (latitude-pressure) RMS difference, and (f) shows the actual
SSW frequency. The white shading in (f) indicates that the SSW frequency is
within the 95% confidence interval of the NCEP/NCAR reanalysis (1948–2015),
which is 41–65%. Numbers for iteration 31 indicate the experiment ranking for
each quantity, with 1 being the best.
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graphy to generate sufficient planetary wave forcing and number of SSWs.

Going from experiment to experiment for the last iteration, it seems difficult to determine which of the 13
DRAG experiments is overall the best. The temperature and wind errors are smallest for experiments
D3–D9, but the NAM pattern seems to be most realistic for experiment D1–D3, and the SSW frequency is clo-
sest to that of the reanalysis for experiments D5–D6. Considering the overall performance, especially for the
NAM pattern, we estimate that D3 (surface drag = 0.9 d�1) is one of the most realistic and D13 (surface
drag = 5.6 d�1) is the least realistic experiment. Note that D5 is also quite realistic, in particular in terms of
SSW frequency and zonal wind structure. But in our subsequent analysis, we prefer D3 over D5 because of
D3’s more realistic NAM pattern, which we believe is important for the downward coupling between the stra-
tosphere and troposphere.

3.2. Climatological Circulation

We now compare the observed climatological winter circulation from the reanalysis with that from our “best”
experiment D3 and the “baseline” CTR experiment. Figure 3 shows the JFM climatologies for ERA-40 and the
differences of D3 and CTR with respect to ERA-40. The improvements of D3 over CTR are most evident in
terms of temperature (first row), with the RMS errors with respect to the reanalysis over the northern hemi-
sphere being ~10 times larger for CTR than for D3 (see numbers at top). The improved temperature structure
of D3 over CTR is also reflected in the zonal wind (second row), but perhaps to a lesser extent than one would
expect from the small D3 temperature error. In terms of the RMS error, there is about a fourfold decrease in
D3 over CTR, with the overall configuration of the tropospheric jet and the polar vortex in D3 being more rea-
listic than in CTR. The stratospheric wind biases of D3 can be best described by a polar vortex that is too weak,
which is also consistent with the somewhat too high SSW frequency seen in this experiment (Figure 2f). In
contrast, CTR shows a tilted and equatorward shifted polar vortex and a poleward shifted tropospheric jet.

Figure 3c compares the full fields of the climatological zonal wind in the horizontal plane at 500 hPa. As in our
newmodel the orography and the land-sea temperature contrast is quite realistic, D3 successfully reproduces
the observed strength, location, and tilt of the North Pacific and North Atlantic jets. This is similar to the
improvements shown in Chang (2006). CTR also exhibits two wind maxima, but predictably, they are entirely
symmetric, and roughly aligned with the location of the minima of CTR’s wave-2 topography.

The structure and magnitude of the NAM pattern over the northern hemisphere (Figure 3d) in D3 compare
favorably against the reanalysis, except that the positive lobe of the NAM over the lower latitudes is perhaps
somewhat too strong. On the other hand, in CTR the NAM pattern is clearly too weak and has a different struc-
ture from that in the reanalysis.

Previous papers indicated that the horizontal wind shear (Dickinson, 1968) and the position of the tropo-
spheric westerlies (Limpasuvan & Hartmann, 2000) guide the upward propagation of planetary waves.
Other studies showed an influence of the tropospheric jet structure on the eddy-zonal flow interaction
(Eichelberger & Hartmann, 2007) and an effect of the tropospheric jet latitude on the coupling between stra-
tosphere and troposphere (Garfinkel &Waugh, 2014). Therefore, the configuration of the tropospheric jet and
polar vortex may have important influences on the strength and propagation of the planetary waves. This
issue is investigated in Figure 3e, showing cross sections of the EP-flux and its divergence. The two panels
for D3 and CTR are actual differences with respect to ERA-40. Overall, the strength of the upward propagating
waves in D3matches more closely the ERA-40 than CTR. The tropospheric EP-flux differences for D3 suggest a
somewhat too small and poleward displaced planetary wave propagation, whereas the differences in the
stratosphere are mostly small. In contrast, CTR shows a too strong and equatorward shifted wave propaga-
tion in the troposphere and much reduced upward propagation in the polar atmosphere except the upper
stratosphere. The equatorward bending of the waves seen in the upper stratosphere for the ERA-40 is also
insufficient in CTR, but it is about right in D3. Similar improvements can also be seen in terms of the EP-flux
divergence (shading), but with weaker magnitude. Closer inspection of D3 shows a negative EP-flux diver-
gence anomaly in the lower stratosphere, which is consistent with the too weak polar vortex (Figure 3b)
and perhaps indicative for more frequent SSWs than in the observations.

In Figure 4a, we compare the JFM climatological meridional heat flux at 100 hPa for ERA-40, our best experi-
ment D3, our worst experiment D13, and the control experiment CTR. The figure shows the stationary and
transient heat flux by wave number. For the CTR experiment (gray), both the stationary and transient heat
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Figure 3. January-February-March climatologies. Shown are (a) zonal-mean temperature (in K), (b) zonal-mean zonal wind (in m/s), (c) horizontal zonal wind at
500 hPa (in m/s), (d) northern annular mode pattern (20°–90°N; in m), and (e) Eliassen-Palm (EP) flux vectors (arbitrary scaling) and (shading) EP-flux convergence
(m/s/d). (left) Full fields from ERA-40 and (middle and right) differences with respect to ERA-40, except for (c) and (d), which show full fields for D3 and CTR. In (e), only
EP-flux (vectors) exceeding 14m2 s�2 (after scaling) are shown; the two scaling vectors on the top left for ERA-40 have (unscaled) lengths of 2 · 108m3/s2 (meridional)
and�3 · 105 kg m/s4 (vertical); differences have been multiplied by 2 in the middle and right panel. Numbers on top of each panel are area averaged root-mean-
square (RMS) errors over the northern hemisphere (20°–90°N, 1,000–1 hPa). In (e), the numbers on top show area averaged RMS errors at 100–1 hPa, and errors for the
vector components are calculated after the scaling.
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fluxes are dominated by their wave-2 components, which makes sense given the orographic forcing of this
experiment. In contrast, the two DRAG experiments D3 (red) and D13 (blue) display more realistic
stationary heat fluxes than CTR, demonstrating the usefulness of our experimental design for achieving an
Earth-like planetary wave spectrum. With relatively small drag (D3), both the stationary and transient heat
flux components are similar to the reanalysis, while in the large drag experiment (D13), the transient heat
flux is almost completely suppressed. The variation in stationary heat fluxes is small across our DRAG
experiments (not shown) since they all use the same realistic topography and are designed to reproduce
reanalysis-like temperatures. However, the transient heat fluxes are under the large influence of surface
drag and vary considerable among the experiments. The success of D3 in having quite realistic transient
heat fluxes is perhaps somewhat surprising, since there is no guarantee that a good climatological
circulation also produces realistic transients. D3 has a similar total heat flux as CTR, even though D3’s
bottom topography is by far not as high as in CTR. This is also consistent with the EP-fluxes shown in
Figure 3e, indicating the importance of zonal asymmetries in Teq for generating planetary waves.

Figure 4b shows the latitudinal distribution of the total heat flux over the Northern Hemisphere. For ERA-40,
the maximum of the total heat flux is located near 60°N. Compared to ERA-40, the total heat flux in D3 (red) is
somewhat shifted poleward, and that of D13 (blue) and CTR (gray) are shifted equatorward. Similar
displacements can be seen in terms of the EP-fluxes in Figure 3e. These shifts bear resemblance with
Chen et al. (2007), who found that increasing (decreasing) surface drag tends to shift the westerlies
equatorward (poleward).

In Figure 2f, if we focus on how the SSW frequency varies by experiment for the last iteration (31), we find that
increasing surface drag tends to reduce the number of SSWs. This is consistent with the reduction of the heat
fluxes with increasing drag seen in Figure 4a and knowing that the enhanced upward propagation of wave
activity, as indicated by the heat fluxes, is the root cause for SSWs (Matsuno, 1971). However, the outcomes
for experiment CTR in Figure 2f also make it clear that having a realistic heat flux magnitude alone does not
guarantee a realistic SSW frequency: Compared to the reanalysis, CTR has similar heat fluxes but not enough
SSWs (33%). Possible reasons for this could be the equatorward displacement of the heat fluxes and/or a
stronger vortex (Figure 3b) in CTR, possibly leading to less effective wave-mean flow interaction, or the fact
that the heat fluxes are almost entirely concentrated on wave-2 in CTR.

3.3. Diabatic Heating Rate

In this section, we analyze the effective diabatic heating rate Q of our idealized model, given by

Q ¼ Teq � T
τ

; (6)

where T is the model simulated climatological temperature and the other quantities are as explained in the
methodology. Since our Teq is chosen such as to create model temperatures T that resemble the reanalysis, Q
should also resemble the reanalysis if the model’s circulation and its associated adiabatic heating and heat

Figure 4. Meridional heat fluxes at 100 hPa. Shown are (a; solid) stationary and (hatched) transient heat fluxes (20°–90°N)
by wave number and (b) total heat flux by latitude. Stationary components are based on climatological fields and represent
deviations from the zonal mean; transient components are based on daily data and represent deviations from the zonal
mean minus the stationary component.
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transports are realistic. Figure 5 compares the vertically averaged (surface to 150 hPa) Q in January between
the ERA-40 reanalysis and the experiments D3, D13, and CTR. To very first order, all three experiments tend to
have positive Q in the tropics and mostly negative Q everywhere else. This is similar to the reanalysis and
consistent with the global distribution of the radiative energy fluxes. However, closer inspection reveals
significant and important differences in the patterns of Q among the three experiments.

In the northern extratropics, the patterns of Q in D3 (Figure 5b) are quite similar to the reanalysis (Figure 5a).
Most importantly, the position and strength of the heating associated with the latent heat release of the
North Pacific and North Atlantic storm tracks are well reproduced in D3. The cooling over the remaining
extratropical regions is also well captured by D3. Major discrepancies between D3 and the reanalysis exist
over the tropics and subtropics, with the tropical heating and subtropical cooling in D3 being much weaker
than in the reanalysis. We believe that this is related to the general inability of idealized models to realistically
simulate convective processes and associated latent heat releases in the tropics. This leads to a Hadley
circulation that is too weak, as, for example, the tropical meridional winds in D3 are around 3 times slower
than in the reanalysis (not shown). As a result, the meridional heat transports are also too weak, requiring
relatively small diabatic heating terms to balance the energy and to create temperatures that resemble the
observations. Another possible reason is that geostrophic balance and hence thermal wind relationship is
not strictly valid in the tropics and thus that temperatures do not provide a sufficient constraint on
the circulation.

Experiment D13 (Figure 5d) exhibits extratropical patterns of Q that are somewhat similar to the reanalysis
but clearly not as good as in D3. This is indicative of a less realistic circulation in D13, with weaker eddies
and associated heat transports, as the surface drag is presumably too large. Experiment CTR (Figure 5c)
has almost no zonal variations in Q, which is not surprising given the zonally symmetric Teq. The small varia-
tions in Q over the Northern Hemisphere are consistent with the use of a wave-2 orography.

4. Conclusion and Discussion

We construct and test an idealized general circulation model of the coupled stratosphere-troposphere
system. The model is forced with Earth-like topography and zonally asymmetric equilibrium

Figure 5. Diabatic heating rateQ (in K/d) in January. Shown is verticallymass weighted average (surface to 150 hPa) ofQ for
(a) reanalysis and (b–d) three experiments. Contours are at ±(0.1, 0.5, 1, 2, 3, 4) K/d.
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temperatures, which are determined by minimizing the RMS difference between observed and model-
simulated 3-dimensional temperatures using an iterative procedure similar to that proposed by Chang
(2006). Compared to previous idealized models, the new model has an improved atmospheric circulation
at no extra computational costs. Similar to Chang (2006), the improvements concern the 3-dimensional
wind structure and the diabatic forcing in the troposphere. The new outcomes of our study are improve-
ments in the stratospheric circulation and variability, with a more realistic planetary wave spectrum and
a higher frequency of SSWs than in previous idealized modeling studies. Other aspects of SSWs, like their
downward influence into the troposphere, their persistence time scale, or the typical over-recovery of
the vortex after SSWs (Hitchcock et al., 2013) are not considered here and will be addressed in
future research.

A key-aspect of the new model is the use of zonally asymmetric equilibrium temperatures. The asymmetries
are crucial for the generation of sufficient planetary wave activity and SSW events, despite the use of actual
bottom topography. This is in contrast to previous idealized model studies, which use an unrealistically
high-amplitude topography to create SSW events, albeit at a frequency which is still too low compared to
the observations.

We note that our model does not have a parameterization for gravity wave drag. This drag has shown to be
important for realistic simulations of the strength and variability of the polar vortex in complex models (e.g.,
Richter et al., 2010). In our model, the climatological effect of the drag is to some extent included in the
equilibrium temperature profile, but some of the wind differences between reanalysis and our simulations
may well be due to the missing gravity wave drag. Gravity wave drag may also play a role for the evolution
and structure of SSWs, but this issue goes beyond the scope of our study.

We also test the sensitivity of our new model to the prescribed surface drag. For each value of the surface
drag, we start a new iterative procedure to determine the optimal equilibrium temperatures. We find
that increasing the magnitude of the surface drag reduces the stratospheric wave driving and thus the
frequency of SSWs. In trying to determine the optimal value for the surface drag, we further find that
there is no single value for the surface drag that is best in every respect. However, a drag of ~0.9 d�1 leads
to overall best results, which is close to the original value of 1.0 d�1 of HS94.

An important lesson learned from this work is that the stratosphere contains a large amount of interannual to
decadal variability (e.g., Figure 2), related to the aperiodic and extreme behavior of SSWs. Therefore, work that
involves stratospheric effects requires long simulations to achieve statistically sound results. Theoretically,
records of at least 400 years are needed to reduce the error in determining the SSW frequency to 10%,
and caution must be exercised when constraining model simulations of stratospheric dynamics with the
relatively short observational record.

We believe that our new model reduces the gap between traditional idealized model approaches on the
one hand and complex climate models on the other hand. This is related to the improved circulation of
the new model, something that may be important when trying to apply results from idealized modeling
to more complex models. For example, the Polvani and Kushner (2002) model produces large shifts in
the phase and amplitude of the stationary waves, and one needs to be cautious when interpreting the idea-
lized modeling results (Smith et al., 2010). Another advantage of the new model is the use of a realistic
topography, making it easier to prescribe to the model localized, climate-change-like forcings, such as
changes in sea surface temperatures, sea ice, snow cover, or other effects. Our model can also be used
to investigate the sensitivity of the circulation to global warming; this is achieved by replacing the
reanalysis temperature climatology for the iterative procedure by the output from a full model for present
and future climate. The new model also allows distinguishing between the large scale thermodynamic and
surface drag effects of land and ocean and exploring effects that relate to these two surface types. At the
same time, the new model has the same computational and methodological advantages as traditional
idealized models, permitting the intensive study of sensitivities to parameters and idealized forcings. One
cautionary note of the new model concerns the optimal choice of the surface drag coefficient, which might
be resolution dependent; this should be tested before using different resolutions. In future work, we intend
to use the new model to gain a more basic understanding for the factors that control the climatological
frequency of SSWs.
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