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ABSTRACT

This study examines the impact of assimilating multitime wind profiles over a single station on the nu-

merical simulation of a warm season mesoscale convective system over the region from the Kansas and

Oklahoma border to the Texas Panhandle, observed 12–13 June 2002 during the International H2O Project

(IHOP_2002). Wind profile observations, obtained from Goddard Lidar Observatory for Winds (GLOW) are

assimilated into an advanced research version of the Weather Research and Forecasting (WRF) model using

its four-dimensional variational data assimilation (4DVAR) system. Results indicate that the assimilation of

high temporal and vertical resolution GLOW wind profiles has a significant influence on the numerical

simulation of the convective initiation and evolution. Besides the wind fields, the structure of the moisture

fields associated with the convective system is also improved. Data assimilation has also resulted in a more

accurate prediction of the locations and timing of the convection initiations; as a consequence, the skill of

quantitative precipitation forecasting is enhanced greatly.

The positive impact of 4DVAR assimilation of multitime wind profiles over a single station on the me-

soscale prediction in this study presents a successful procession of the traditional technique in time to space

conversion. However, when the data from conventional networks are assimilated into the model with GLOW

wind profiles, the data impact is not compatible with that from the assimilation of GLOW wind profiles only,

implying the need for a high temporal and spatial resolution wind profile network in order to achieve rea-

sonable mesoscale analysis and forecasting.

1. Introduction

Strong convective storms during the warm season are

responsible for a large portion of the annual rainfall over

the southern Great Plains (SGP) of the United States.

Accurate prediction of quantitative precipitation associ-

ated with these warm season systems has been an impor-

tant task (Fritsch and Carbone 2004). However, although

the skill level of numerical weather prediction (NWP) has

improved greatly over past two decades, the accurate

prediction of the initiation and evolution of mesoscale

convective systems (MCS) remains a challenging prob-

lem. The prediction of the exact timing, location, and

intensity of convective initiations and the subsequent

evolution of the convective systems are even more

difficult. Such challenges and difficulties are mostly due to

the inadequate understanding and inaccurate representa-

tion of the physics processes in the model and the poor

specification of atmospheric initial states (Fritsch and

Carbone 2004; Wakimoto et al. 2004; Zängl 2004; Zhang

et al. 2006). The lack of accurate and high-resolution ob-

servations is one of the major obstacles associated with

these problems (Stauffer and Seaman 1990).

To address the key processes associated with MCS and

the role of the water vapor field in the initiation and

evolution of convective systems and their relation to pre-

cipitation, the International H2O Project (IHOP_2002)

was conducted during May–June of 2002 (Weckwerth

et al. 2004). During the IHOP_2002 field program, nu-

merous research and operational water vapor measuring

systems and retrievals, via in situ and remote sensing

techniques, were operated in the U.S. southern Great

Plains. High-resolution observations of water vapor and

atmospheric dynamics were acquired from various in-

struments (Weckwerth et al. 2008). Previous studies (e.g.,
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Childs et al. 2006; Liu and Xue 2008; Wulfmeyer et al.

2006; Xue and Martin 2006) showed that the assimilation

of field data resulted in improved numerical simulations of

convective initiations and evolutions. Specifically, results

from Wulfmeyer et al. (2006) indicated that the assimila-

tion of water vapor differential absorption lidar data im-

proves the simulation of the structures of the moisture field

of a convective system.

Although the importance of the high-resolution mois-

ture information in the analysis and simulation of MCS has

been well recognized and addressed, and the influence

of wind observations, especially the winds in the boundary

layers to predicting convection systems, has been recog-

nized for years (Sun and Crook 2001; Crook and Sun 2002;

Xiao and Sun 2007), the impact of high-resolution wind

measurements, especially the high temporal resolution

wind profile measurements, obtained during the IHOP_

2002 project on the numerical simulations and predictions

of MCS has not been paid much attention. Previous

studies indicated that the wind information is one of the

critical factors for MCS simulation (LeMone et al.

1998). Studies from Lee et al. (1991) showed that storm

initiation is sensitive to the local amount of moisture,

strength of convergence, and wind shear values. They

also find that the horizontal vorticity in the boundary

layer, associated with low-level vertical wind shear, is

important for deep convection developments. However,

because of the lack of high-resolution wind profile ob-

servations before IHOP_2002, fewer studies have been

conducted to address the impact of high temporal reso-

lution wind data on the numerical simulations and pre-

dictions of mesoscale convective systems.

In view of the available wind profile measurements

during IHOP_2002, the objective of this paper is to

examine the impact of high temporal and vertical res-

olution wind profile measurements on the short-range

numerical simulations and predictions of MCSs. Spe-

cifically, we will evaluate the impact of wind profile

measurements obtained from the Goddard Lidar Ob-

servatory for Winds (GLOW) on the numerical simulation

of warm season convection using an advanced research

version of Weather Research and Forecasting (WRF)

model (Skamarock et al. 2005) and its four-dimensional

variational data assimilation (4DVAR) system (Huang

et al. 2009).

The paper is organized as follows. In section 2, the

selected convective case and available wind profile mea-

surements are described. Section 3 introduces the WRF

model and its 4DVAR data assimilation system. Section 4

presents the details of the model configuration and

experimental designs. Numerical results are presented

and discussed in section 5. Conclusions are made in

section 6.

2. Overview of the convection case

a. Case description

A convective initiation on 12 June 2002 was a major

MCS over the IHOP_2002 experimental domain during

the field experiment (Weckwerth et al. 2008). It was a

complicated case that involves a number of mesoscale

systems that interact with each other. During the day of

12 June 2002, a surface low pressure system slowly de-

veloped in northwestern Oklahoma. A weak surface cold

front extended southward through the Panhandle of

Texas and into eastern New Mexico. To the north, along

the Kansas and Oklahoma border, an east–west oriented

outflow boundary created by convection the previous night

remained mostly stationary throughout the day (Liu and

Xue 2008; Weckwerth et al. 2008). During the day, a dry-

line developed ahead of the surface cold front, just to the

east and south of the surface low pressure (Fig. 1). Most of

the convections were initiated at about 2100 UTC 12 June

2002 along most of the dryline; isolated convections formed

from the Kansas and Oklahoma border to the Texas

Panhandle along the dryline (group A in Fig. 2a) and the

outflow boundary (group B in Fig. 2a). They then gradu-

ally became intense (Fig. 2b). Convections initiated from

group A extended northeastward and reached their max-

imum intensity, and the convections from group B were

organized and intensified continuously. At 0100 UTC

13 June (Fig. 2c), group A continued to move southeast-

ward and extended northeastward; after 2 h (0300 UTC

13 June; Fig. 2d) it became weaker and dissipated. At

2300 UTC 12 June (Fig. 2b), group B continued to in-

tensify and extended eastward, as a squall-line structure

was well developed and an intense convection was formed

in the Kansas and Oklahoma border and gradually in-

tensified at 0100 UTC 13 June (Fig. 2c). Afterward, it

moved southeastward and organized as a squall line by

0300 UTC 13 June (Fig. 2d) and dissipated after 0900 UTC

13 June 2002. This study focuses on the convective initia-

tions and evolutions as well as the development of the

squall-line case during 1800 UTC 12 June to 0300 UTC

13 June.

b. GLOW wind profile observations

GLOW is a mobile direct detection Doppler lidar

system (Gentry and Chen 2003). GLOW uses an optical

interferometric technique to measure the Doppler shift of

the laser signal backscattered by air molecules. The lidar

operates at a wavelength of 355 nm and is designed to

profile winds in clear air from surface up to the lower

stratosphere. In May and June of 2002, GLOW was de-

ployed during IHOP_2002 to collect the continuous time

series of wind speed and direction from surface up to the

tropopause and to characterize the flow and dynamics in
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and above the boundary layer. GLOW is installed at the

Homestead profiling site (36.5588N, 100.6068W) in

Oklahoma. In addition, several other lidars, radars, and

passive instruments are operated from the Homestead

site, which provide a unique cluster of observations in

the IHOP_2002 field experiments.

During the IHOP_2002, over 240 h of wind profile

measurements in 34 operation days were collected with

GLOW. After data quality control and preprocessing,

there are two types of data products (wind speed, wind

direction, and wind u, y component) available: one is in

30-min time intervals and the other is in 10-min time in-

tervals, both with 100-m vertical resolution for altitudes

below 3 km and 200-m vertical resolution above 3-km

altitudes. Taking advantage of the high temporal reso-

lution, the winds with 10-min intervals are used in the

data assimilation experiment in this study. Figure 3 shows

the time series of GLOW wind profiles from 1800 to 2100

UTC 12 June 2002 assimilated by 4DVAR in this study.

The vertical wind profiles are available from surface up to

about 7 km. Almost all of the data profiles passed the

default quality control procedure in WRF 4DVAR data

assimilation system.

3. Numerical model and data assimilation system

a. WRF model

An Advanced Research version of the WRF model

(ARW), developed by the National Center for Atmospheric

Research (NCAR) is used in this study. The ARW is

designed to be a flexible, state-of-art atmospheric simu-

lation system. This system is suitable for the use in a wide

range of applications across scales from meters to thou-

sands of kilometers such as studies about the physical

parameterizations, data assimilation, real-time NWP, etc.

A detailed description of the ARW can be found in

Skamarock et al. (2005). In this study, a version 3.0.1 of

ARW is used in all experiments in this study.

b. 4DVAR system

A 4DVAR data assimilation system is developed by

NCAR accompanying the ARW (Huang et al. 2009).

It uses the incremental 4DVAR formulations that are

commonly used in operational systems (Courtier et al.

1994; Veerse and Thépaut 1998; Lorenc 2003). The in-

crement approach is designed to find the optimal analysis

increments by minimizing a predefined cost function that

is defined as a function of the analysis increment instead

of analysis itself (Huang et al. 2009). Unlike the three-

dimensional variational data assimilation (3DVAR)

method, the 4DVAR assimilates observations continu-

ously within an assimilation time window instead of as-

similating observations only once at the analysis time. This

is particularly important in the regions with high temporal

and spatial variability during severe weather events. In

addition, since the continuous data assimilation technique

uses the model as a constraint to impose the dynamic

balance on the assimilation, therefore, in principle, it is

FIG. 1. Visible satellite imagery at 2045 UTC 12 Jun 2002, with surface observations overlaid.

Station models show wind barbs (one full barb representing approximately 5 m s21), and

temperature and dewpoint temperature (8F) [from Liu and Xue (2008)]. The location of GLOW

lidar wind profiling site is marked by a red crisscross.
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expected to perform better than 3DVAR, although it is

computationally expensive.

In this study, the first-guess field (background field)

is generated by a 6-h WRF model forecast started at

1200 UTC 12 June 2002. Following Huang et al. (2009),

the background error covariance matrix B is generated

with the National Meteorological Center [NMC; now

known as National Centers for Environmental Prediction

(NCEP)] method (Parrish and Derber 1992; Barker et al.

2004) over the model domain. Horizontally isotropic and

homogeneous recursive filters are applied to horizontal

components of background error. Since we generated B

specifically over the model domain, the horizontal length

scale for the recursive filter is set to 1.0 in all data assimi-

lation experiments. In vertical direction, the observation

information is spread by the empirical orthogonal function

(EOF) technique. The vertical component of background

error is projected onto a climatologically averaged (in

time, longitude, and latitude) eigenvector of vertical error

estimated with the NMC method. Because the winds

are model variables, the observation operator is a sim-

ple interpolator in space. The observational error co-

variance matrix for GLOW wind data is treated as a

diagonal matrix with statistically determined variances

of 4 m2 s22. According to the observational data avail-

ability, the assimilation time window is set to 3 h between

1800 and 2100 UTC 12 June 2002.

4. Experimental design

a. WRF model configurations

A two-way nested interactive simulation is conducted

in this study. The model horizontal spacing is 9 km for the

outer domain and 3 km for the inner domain. Sizes of

model grids are 237 3 187 and 394 3 307 for the outer and

inner domains, respectively. Figure 4 shows the model

domain used in all experiments. The location of the

GLOW lidar wind-profiling site is also marked. There are

FIG. 2. Composite radar reflectivity observations at (a) 2100 UTC 12 Jun 2002, (b) 2300 UTC 12 Jun 2002, (c) 0100 UTC 13 Jun 2002, and

(d) 0300 UTC 13 Jun 2002. The location of GLOW lidar wind profiling site is marked by a red crisscross in (a). (Data are from WSI IHOP

2002 2-km resolution sector mosaic reflectivity imagery dataset.)
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a total of 38 vertical model levels from the surface up to

50 hPa. ARW offers multiple options for various physical

parameterization schemes. In this study, the model phys-

ical options include the Purdue–Lin microphysics scheme

(Chen and Sun 2002), the Yonsei University (YSU) plan-

etary boundary layer scheme (Hong and Pan 1996), the

Kain–Fritsch cumulus parameterization scheme (Kain

and Fritsch 1993), the Noah land surface model (Chen

and Dudhia 2001), the Rapid Radiative Transfer Model

(RRTM; Mlawer et al. 1997) longwave, and the Dudhia

shortwave radiation scheme (Dudhia 1989). The cu-

mulus parameterization scheme is only applied to 9-km

grid domain.

The analysis from Eta Data Assimilation System

(EDAS) on the Advanced Weather and Interactive Pro-

cessing System (AWIP) grids 212 archived by NCEP is

used to provide boundary conditions for numerical

simulations. The NCEP AWIP dataset is available at 3-h

intervals with a horizontal resolution of about 40 km

over the North America.

Instead of directly using the NCEP AWIP analysis

for the first guess in the 4DVAR experiment, an ARW

simulation initialized by the WRF standard initialization

process package using the NCEP AWIP analysis, was

first integrated 6 h from 1200 to 1800 UTC 12 June 2002

to provide a first-guess field for the 4DVAR experiment.

The control experiment continued without additional

data assimilated.

b. Experimental design

Four experiments are conducted: the first one is a

‘‘control’’ simulation without data assimilation, the second

one assimilates GLOW wind profiles using 4DVAR, the

third one assimilates conventional data (surface and ra-

diosonde observations), and the last one assimilates both

GLOW wind profiles and the conventional observations.

In all data assimilation experiments, the GLOW lidar

wind profiles (u and y components at various heights) are

assimilated every 10 min, while the surface and radio-

sonde data are assimilated hourly. Table 1 lists the details

of these four experiments. The assimilation time window

is set from 1800 to 2100 UTC 12 June 2002, near the time

of the observed convective initiation. The observation

error for GLOW wind profiles is set to 2 m s21. The data

FIG. 3. Time series of GLOW wind profiles at Homestead profiling site (36.5588N, 100.6068W)

from 1800 to 2100 UTC Jun 2002. Colors represent the different magnitudes of wind speeds.

FIG. 4. Locations of the model domains (D01 and D02) and the

distributions of observations at 1800 UTC 12 Jun 2002. The outer

domain (D01) has 9-km horizontal resolution; the inner domain

(D02) has 3-km horizontal resolution. The Homestead GLOW li-

dar wind profiling site is marked by an asterisk, the stations of the

conventional surface observations are marked by plus signs, and

the conventional radiosonde profile measurements are marked by

triangles. The square box marked by the dashed lines indicates the

region used in the statistics in Fig. 16.
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assimilation is performed on the 9-km resolution do-

main. The 3-km grids are initialized by interpolating

the variables from these in the 9-km domain after the

data assimilation. Then, the model is integrated for

both domains for a 12-h forecast from 1800 UTC 12 June

to 0600 UTC 13 June 2002. In all data assimilation ex-

periments, a simple data quality control is conducted: if

the difference between the observation and the back-

ground field (first guess) is larger than 5 times of the

observational error, the observation is removed before

data assimilation. All results presented in this paper are

from simulations at the 3-km domain. For simplifica-

tion, four experiments (as listed in Table 1) are here-

after referred as ‘‘CTRL,’’ ‘‘4DVAR,’’ ‘‘CONV,’’ and

‘‘BOTH,’’ respectively.

5. Experimental results

a. Impact of GLOW data on analysis fields:
CTRL versus 4DVAR

1) ANALYSIS INCREMENTS

Figure 5 shows the analysis increments as the differ-

ences between CTRL and 4DVAR of u and y components

of winds, temperature, and water vapor mixing ratio at

850-hPa pressure level at the end of the data assimilation

(2100 UTC 12 June 2002). Large differences are found in

the regions along the dryline. For wind and temperature

fields, the large differences between CTRL and 4DVAR

are mainly in the northwest corner of the Oklahoma and

Texas border. The wind fields are strengthened over most

of the model domain, especially around the Texas

Panhandle area, while in the Texas and Oklahoma border

region, weaker winds are found in the 4DVAR experi-

ment. After data assimilation, large temperature increases

(Fig. 5c) are produced in the northwest corner of Texas and

the Texas and Oklahoma border areas. In these regions,

the temperature is increased up to 3.0 K. A large moisture

increase is found near the southwestern corner of Kansas

and the western corner of Oklahoma and Texas border,

while the large moisture decrease appears in the northwest

of Oklahoma. In the Kansas and Texas border, the water

vapor mixing ratio increases up to 1.0 g kg21. Up to

2.5 g kg21 of increases are found in the northwest corner

of the Texas and Oklahoma border, while in northwest

Oklahoma the water vapor mixing ratio decreases by

2.0 g kg21. Therefore, the moisture gradient over the

Texas and Oklahoma northwest border region is reduced

after the data assimilation. In the area where the real

initiation took place (near the Texas Panhandle area), the

moisture gradient is increased, implying a favorable con-

dition for the convective initiation.

2) WIND FIELDS

Figure 6 demonstrates the histogram of the wind de-

partures of observations from first guess winds (O 2 B)

and analysis winds (O 2 A) for u and y components at

the Homestead profiling site (36.5588N, 100.6068W) in

4DVAR experiment during the 3-h assimilation period

(between 1800 and 2100 UTC 12 June 2002). Results

show that 4DVAR is effective in drawing the analysis

close to the observations. The mean departures are re-

duced significantly. For the wind u component, the mean

departure is reduced from 0.6945 to 0.0586 m s21, for the

wind y component, the mean departure is reduced from

1.0639 to 0.1628 m s21. In the meantime, the root-mean-

square errors (RMSE) are also reduced. The RMSE of

the u component is reduced from 4.0555 to 3.1238 m s21,

and the RMSE of the y component is reduced from 3.9948

to 3.2334 m s21. The correlation coefficients are also

computed for the two experiments (CTRL and 4DVAR).

Statistical results show that the correlation coefficients of

wind between observations and background (CTRL) for

u, y components during the whole period are 0.85 and

0.45, respectively. After data assimilation, the correlation

coefficients between observations and analysis (4DVAR)

increase to 0.91 and 0.58 for the u and y components of

wind, respectively.

Figures 7a and 7e compare the horizontal wind fields

at 850 hPa at 2100 UTC 12 June 2002 (the end of the data

assimilation) in CTRL (Fig. 7a) and 4DVAR (Fig. 7e).

The shaded areas indicate the regions with horizontal

wind speeds exceeding 10 m s21. It is apparent that major

differences between CTRL and 4DVAR occur mainly in

the region where the convection initiation takes place.

After data assimilation (Fig. 7e), the winds in northwest

Oklahoma and Texas border are weakened, while the

wind fields in the northeast of Texas Panhandle are

strengthened. In 4DVAR, a strong wind shift appears

along the dryline (Fig. 7e). More importantly, significant

differences in vertical velocity fields are found between

CTRL and 4DVAR (Figs. 8a,e) along with contour lines

of the temperature field. Clearly, the locations of maxi-

mum vertical velocity are different before and after data

assimilation. Compared with the observed location of

convection initiations (Fig. 2a), the CTRL experiment

TABLE 1. Details of the experimental designs.

Name of expt

Assimilated

observation type

Observation

frequency

CTRL — —

4DVAR Lidar wind profiles 10 min

CONV Surface and radiosonde data Hourly

BOTH Lidar wind profiles 10 min

Surface and radiosonde data Hourly
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overestimated the convective regions in the northwest

Oklahoma and Texas border and underestimated the

convective elements near the Texas Panhandle. The

simulated locations of the convection (Fig. 8a) in CTRL

are further northeast than the observed locations,

whereas the locations of the convection initiation in

the 4DVAR experiment (Fig. 8e) are much closer to

the locations of the observed convective initiations. The

simulated horizontal and vertical wind fields in 4DVAR

are corresponding with the split of two convective cells

(Figs. 7e and 8e).

Fortunately, there are unmanned Doppler radar wind

profile observations available from one of the stations

[named VCIO2, located at (36.078N, 99.218W)] in the Na-

tional Oceanic and Atmospheric Administration (NOAA)

Profiler Network (NPN, see online at http://www.profiler.

noaa.gov/npn/index.jsp) near the key area of the analysis

differences between CTRL and 4DVAR. To verify the

realistic of wind profiles in numerical simulations, dif-

ferences between the hourly wind profiles generated by

CTRL/4DVAR and measured by NPN profiler are cal-

culated for the period of 2100 UTC 12 June–0300 UTC

13 June 2002. Figure 9 illustrates the vertical distri-

bution of the time-averaged RMSE of wind speed and

direction from CTRL and 4DVAR against the wind

profile measurements over the VCIO2 site. It is clear

that the wind fields are improved in 4DVAR over the

area during the whole period of numerical simulation,

indicating the improvement in the initial wind fields by

4DVAR.

FIG. 5. Analysis increments as the differences between the control and 4DVAR experiments for (a) u component

(unit: m s21, contour interval: 2 m s21), (b) y component (unit: m s21, contour interval: 2 m s21), (c) temperature

(unit: K, contour interval: 0.5 K), and (d) water vapor mixing ratio (unit: g kg21, contour interval: 1 g kg21) at

850 hPa at 2100 UTC 12 Jun 2002. The Homestead GLOW lidar profiling site is marked by a closed triangle. The

solid (dashed) lines represent the positive (negative) values.
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3) MOISTURE FIELDS

Figure 10 illustrates the model-simulated water va-

por mixing ratio, moisture convergence, and vertical

vorticity fields near the surface at 2100 UTC 12 June

2002. It shows that the assimilation of GLOW high-

resolution wind profiles has resulted in a redistribution

of the model moisture fields. The simulated locations

of convergence from CTRL and 4DVAR are different.

In CTRL, the convection mainly occurs in northwest

Texas and near the Oklahoma border along the dryline,

where large moisture gradients are produced (Figs. 10a,c).

In 4DVAR, the convections are mainly presented in the

Texas Panhandle region (Figs. 10b,d). Moisture fields in

the Texas Panhandle and the northwestern corner of the

Oklahoma border become dryer, while in the regions

northeast of the Panhandle along the dryline are wetted

after data assimilation (Fig. 10d). This agrees well with

the model-simulated 850-hPa reflectivity distributions

(Figs. 11a,e). Comparing the simulated radar reflec-

tivity (Figs. 11a,e) with radar observations (Fig. 2a), the

4DVAR experiment also produces a more realistic sim-

ulation of the convection initiation (Fig. 11e).

It should be noted from the above results that, although

only wind profiles from a single station were assimilated

into the WRF model using its 4DVAR system, the analysis

increments (Fig. 5) during the data assimilation show a

reasonable spatial distribution. The multitime observations

at a single station influenced the spatial distribution of the

state variables. More importantly, since the numeri-

cal model itself was used in 4DVAR as a strong constraint,

even though only wind information was assimilated, the

temperature and moisture fields were also adjusted.

b. Impact of GLOW data on forecasts:
CTRL versus 4DVAR

1) WIND FIELDS

Figure 7 shows the horizontal wind fields at 850 hPa

at 4 simulation times (2100 UTC 12 June, 2300 UTC

12 June, 0100 UTC 13 June, and 0300 UTC 13 June 2002).

As mentioned, at 2100 UTC (Figs. 7a,e) both CTRL and

4DVAR produce an unrealistic convection in the Okla-

homa and Kansas border. In CTRL, the convections along

the dryline are initiated in northwest Oklahoma and Texas

border, which is farther north and east of the observed

convection initiations (Fig. 2a). Owing to the different lo-

cations of the convective initiation in these two experi-

ments, the evolutions of the MCS simulated from CTRL

and 4DVAR experiment are also different. Two hours

FIG. 6. Histograms of wind departures of lidar wind observations from (left) first-guess winds (O 2 B) and

(right) analysis winds (O 2 A) for (top) wind u components and (bottom) wind y component from experiment

4DVAR.
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FIG. 7. Simulated horizontal winds (m s21) at 850 hPa from (a)–(d) control and (e)–(h)

4DVAR experiments at (a),(e) 2100 UTC 12 Jun 2002; (b),(f) 2300 UTC 12 Jun 2002; (c),(g)

0100 UTC 13 Jun 2002; and (d),(h) 0300 UTC 13 Jun 2002. Shaded contours indicate the areas

with wind speed exceeding 10 m s21.
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FIG. 8. Simulated vertical velocity (m s21) at 850 hPa from (a)–(d) control and (e)–(h) 4DVAR experiments

at (a),(e) 2100 UTC 12 Jun 2002; (b),(f) 2300 UTC 12 Jun 2002; (c),(g) 0100 UTC 13 Jun 2002; (d),(h) 0300 UTC

13 Jun 2002.
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later (at 2300 UTC 12 June; Figs. 7b,f), the differences

between these two experiments become more obvious.

In CTRL, the convections along the dryline continue to

move southeastward and extend eastward. The wind

fields in northwest Oklahoma are continuously inten-

sified; in 4DVAR, the convections also move southeast-

ward and intensify gradually, but the locations of the

intensification are different from CTRL. The wind fields

are mainly intensified in northwest Oklahoma and near

the Texas border and also along the Kansas–Oklahoma

border. The horizontal winds in the outflow boundary

region are intensified. At 0100 UTC 13 June (Figs. 7c,g),

the simulated convections in the Oklahoma and Kansas

border are intensified further in 4DVAR experiment,

whereas CTRL experiment fails to predict these events.

At 0300 UTC 13 June (Figs. 7d,h) the convections initi-

ated from the outflow boundary region (group B) in north

Oklahoma are still visible in 4DVAR, while they have

already been dissipated in CTRL.

Figure 8 presents the vertical velocity at 850 hPa at

different times (the same time as showed in Fig. 7). Sim-

ilar to what have been found in the horizontal wind sim-

ulations, the locations of convective initiations in 4DVAR

correspond more with the observations (Fig. 2) than those

in CTRL. In particular, the simulated convections initiated

over the Kansas and Oklahoma border (associated with

a squall line) intensify rapidly in CTRL during the first

4 h of simulation, after that, they dissipate quickly. At

0300 UTC, they have disappeared completely (Fig. 8d). In

4DVAR, the convections are well simulated during the

6-h simulation (Fig. 8h) compared against the observations

(Fig. 2). The time evolution and location of the squall-line

development over the Kansas and Oklahoma border re-

gion are well depicted.

2) REFLECTIVITY FIELDS

Radar reflectivity is heavily related to the variation of

hydrometer fields. The simulated composite radar re-

flectivity from CTRL and 4DVAR at different forecast

times (corresponding to Fig. 8) are presented in Fig. 11.

Compared with the reflectivities in CTRL (Figs. 11a–d),

the time evolutions of model predicted reflectivity

patterns in 4DVAR (Figs. 11e–h) are much closer to

those from radar observations (Figs. 2a–d). Specifically,

at 2100 UTC 12 June, in CTRL (Fig. 11a), a southwest–

northeast-oriented area of convection along the dryline is

FIG. 9. Vertical distribution of the RMSE of wind (a) speed and (b) direction for CTRL and

4DVAR against the Doppler radar wind profile measurements over the NPN profiler site at

(36.078N, 99.218W). The RMSE is averaged over the period of 2100 UTC 12 Jun–0300 UTC

13 Jun 2002.
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initiated on the Texas and Oklahoma border and it

mainly occurs in the Oklahoma region. Compared with

radar observed convection, particularly the group A in

Fig. 2a, the location of convection initiations is well sim-

ulated in 4DVAR. Two hours later (at 2300 UTC 12 June

2002; Figs. 11b,f), in both CTRL and 4DVAR, convec-

tions initiated from both group A and B are gradually

intensified and continue moving southeastward. But,

compared to the radar observations (Fig. 2b), the in-

tensity of the convection is overestimated in northwest

Oklahoma in CTRL. The convection that initiated from

group A is underestimated northwest of the Texas and

Oklahoma border. Meanwhile, the predicted reflectivity

distribution in 4DVAR is more realistic compared to

CTRL simulation. At 0100 UTC 13 June (Figs. 11c,g), in

CTRL, convections initiated from group A splits into two

isolated parts, while the convections initiated from group

B continues to move eastward and becomes weak. In

4DVAR, convection group A also weakens, while group B

continues to intensify and extends westward and moves

southeastward. A squall-line structure is well repre-

sented. Comparing CTRL with 4DVAR, large differ-

ences are found in the Oklahoma and Texas border

areas. In CTRL, no convections are predicted, whereas

the 4DVAR experiment successfully predicts the squall-

line structures over those regions although the predicted

convections are weaker than these in radar observations.

At 0300 UTC 13 June (Figs. 11d,h), in both CTRL and

4DVAR, convections initiated from group A continue to

weaken and disappear after a few hours. Compared with

radar observations (Fig. 2), 4DVAR produces more re-

alistic evolution of convection systems. For the convec-

tive areas initiated from group B, at 0300 UTC 13 June

they have dissipated and become almost invisible in

CTRL, while the convective areas are still clearly visible

in 4DVAR although the predicted convection intensity

is weaker than that from radar observations. Similar to

the moisture fields, large differences are also found in

FIG. 10. Model-simulated moisture convergence fields (shaded contour; values of color shading amplified by a factor of 1000) and

the horizontal wind vectors (m s21) near the surface at 2100 UTC 12 Jun 2002 from (a) control and (b) 4DVAR experiments; (c),(d) the

water vapor mixing ratio (contour in black, g kg21) and the vertical vorticity (color shading, amplified by a factor of 105) near the surface at

2100 UTC 12 Jun 2002 from (c) control and (d) 4DVAR experiments.
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FIG. 11. Simulated surface wind vectors and composite radar reflectivity (dbZ, shaded contours) from (a)–(d)

control and (e)–(h) 4DVAR experiments at (a),(e) 2100 UTC 12 Jun 2002; (b),(f) 2300 UTC 12 Jun 2002; (c),(g)

0100 UTC 13 Jun 2002; and (d),(h) 0300 UTC 13 Jun 2002.
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temperature field (not shown) between the CTRL and

4DVAR experiments.

3) PRECIPITATION FORECASTS

For the convective systems studied in this paper, the

main concern is the precipitation over the Texas–

Oklahoma–Kansas region between 2100 UTC 12 June

and 0300 UTC 13 June 2002. Figure 12 shows the observed

accumulated hourly precipitation from NCEP stage-IV

rainfall dataset. The regions marked with ‘‘A’’ and ‘‘B’’ in

Fig. 12a correspond to the same regions marked in Fig. 2a.

At 2100 UTC 12 June (Fig. 12a). The precipitation areas

are mainly located in the western border of Texas (region

A); they then become intense and extend northeastward

to form a northeast–southwest-oriented rainband (at

2300 UTC 12 June; Fig. 12b). After that it continues to

move southeastward, and the precipitation in Texas is

weakened while the precipitation in the Oklahoma and

Kansas border is intensified further at 0100 UTC 13 June

(Fig. 12c) and at 0300 UTC 13 June (Fig. 12d).

Figure 13 presents the precipitation forecasts in CTRL

and 4DVAR at four corresponding times. Compared with

the observations (Fig. 12), both locations and the amount

of the precipitation are better predicted in 4DVAR than

that in CTRL. At 2100 UTC 12 June (Figs. 12a,e), both

CTRL and 4DVAR predict too much precipitation in

the Kansas and Oklahoma border area, compared with

group B in Fig. 12a. Corresponding to group A, shown in

Fig. 12a, CTRL produces the predicted precipitation at

the location that is farther north and east of observed

locations (Fig. 13a) while 4DVAR (Fig. 13e) produces

a more accurate precipitation forecast. Two hours later

(at 2300 UTC 12 June; Figs. 13b,f), the differences be-

tween CTRL and 4DVAR become more obvious. For

FIG. 12. Observed accumulated 1-h precipitation (mm) from NCEP stage-IV dataset at (a) 2100 UTC 12 Jun 2002,

(b) 2300 UTC 12 Jun 2002, (c) 0100 UTC 13 Jun 2002, and (d) 0300 UTC 13 Jun 2002. In (a), the rectangles A and B

correspond to the same regions A and B marked in Fig. 2a, respectively.
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FIG. 13. Simulated surface wind vectors and accumulated 1-h precipitation (mm, shaded contours) from

(a)–(d) control run and (e)–(h) 4DVAR data assimilation experiment at (a),(e) 2100 UTC 12 Jun 2002; (b),(f)

2300 UTC 12 Jun 2002; (c),(g) 0100 UTC 13 Jun 2002; and (d),(h) 0300 UTC 13 Jun 2002.
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convection group A, 4DVAR produces a more in-

tensive precipitation forecast compared to the CTRL

forecast. At 0100 UTC (Figs. 13c,g), large differences

between CTRL and 4DVAR are found in the Kansas

and Oklahoma border. Compared with the observa-

tions (Fig. 12c), 4DVAR makes a more accurate pre-

cipitation forecast than CTRL. At 0300 UTC 13 June

(Figs. 12d,h), CTRL fails to predict the precipitation

event in the northwest of Oklahoma, but 4DVAR pre-

dicts this event successfully although the predicted rain-

fall amount and area are smaller than those from NCEP

observations.

To further examine the impact of assimilating wind

profiles on the precipitation forecast, the quantitative pre-

cipitation forecast (QPF) skill is evaluated for both CTRL

and 4DVAR. The verification scores used in this study

are derived from a contingency table approach (Wilks

1995). The equitable threat scores (ETS) are computed

using the following equation:

ETS 5
A

A 1 B 1 C
. (1)

For a given threshold, A represents the number of grid

points that the model forecast and observation exceed the

threshold; B denotes the number of grid points that the

model forecast exceeds the threshold, but the observation

does not; and C is the number of grid points when the

model forecast does not reach the threshold, but the ob-

servation exceeds it.

To evaluate the relative skill between 4DVAR and

CTRL experiments, we define the following index for the

comparison:

R 5
ETS4dvar

ETSctrl

, (2)

where R is the ratio of threat scores between 4DVAR and

CTRL; and ETSctrl and ETS4dvar are threat score from

CTRL and 4DVAR, respectively. In the case, when R

greater than 1, the QPF skill is improved by 4DVAR.

Figure 14 presents the values of R for the hourly rainfall

at different times for a domain of (33.58–37.58N, 103.08–

96.08W), the main areas over which the convective systems

occurred. Precipitation verification is performed using

NCEP stage-IV hourly rainfall dataset with different

thresholds: 0.1, 0.25, 0.5, 1.0, 2.5 and 5.0 mm. In general,

the assimilation of wind profiles has a positive impact on

QPF skill. The ETS scores are higher in 4DVAR at most

forecast times. Specifically, the ETS scores of small rainfall

(,1.0 mm) at 2100 UTC 12 June are improved signifi-

cantly. The scores of heavy rainfall ($5.0 mm) at 0100 and

0300 UTC 13 June 2002 are also increased greatly.

c. Data impact: Conventional observations
versus GLOW wind profiles

Figure 15 presents the simulated composite reflectivity

at four different times from CONV (Figs. 15a–d) and

BOTH (Figs. 15e–h) experiments, respectively. Com-

pared to Fig. 11 (CTRL and 4DVAR) and Fig. 2 (lidar

observations), the improvements of reflectivity simula-

tion from assimilation of conventional data are very

limited. Specifically, at 2100 UTC 12 June (end of the

data assimilation Fig. 15a), the convections near the north

of Oklahoma and Kansas border region (corresponding

to Fig. 2a group B) are successfully simulated but the

simulated reflectivity is a little overestimated compared

to observations (Fig. 2a). Similar to the control run sim-

ulation, the locations of convective initiation for group A

are not well simulated, the simulated reflectivity near the

Texas and Oklahoma border is too intense (cf. the ob-

servations; Fig. 2a). During the following 6-h simulation,

in CONV experiment, at 2300 UTC 12 June, the convec-

tive areas initiated from group A continue to grow up and

intensify, while the convective elements initiated from

group B intensify more quickly than CTRL; after that, the

differences between CONV and the control run experi-

ment decrease (Figs. 15c,d).

When both conventional observations and GLOW

lidar wind profiles are assimilated (BOTH; Fig. 15e), the

simulated reflectivity distribution is closer to the radar

observations. The overestimated reflectivity near the

Texas and Oklahoma border areas in CONV experiment

has been improved after including the GLOW wind

profiles into the assimilation. At 2300 UTC 12 June, a

more intense reflectivity is simulated over the Texas and

Oklahoma border area (corresponding to the convections

initiated from group A). However, similar to CTRL, the

convections near the northwest border of Oklahoma are

FIG. 14. The ratio of equitable threat scores (ETS) for 1-h accu-

mulated precipitation between control and 4DVAR experiments

with the threshold of 0.1, 0.25, 0.5, 1.0, 2.5, and 5.0 mm at 2100 UTC

12 Jun 2002, 2300 UTC 12 Jun 2002, 0100 UTC 13 Jun 2002, and

0300 UTC 13 Jun 2002.

3384 M O N T H L Y W E A T H E R R E V I E W VOLUME 139



FIG. 15. As in Fig. 11, but for experiments (a)–(d) CONV and (e)–(h) BOTH.
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not well predicted. The main differences between CONV

and BOTH experiments are found over the northwest

border of Oklahoma area. The BOTH predicts weaker

convective elements (cf. Fig. 2c), which were missing in

the CTRL (Fig. 12c) and CONV (Fig. 15c) experiments,

implying the improvement is due to the inclusion of

GLOW wind observations during the assimilation.

Overall, the numerical results from both CONV and

BOTH are not compatible with the 4DVAR experiment

with the assimilation of GLOW wind profiles only. Com-

pared with the analysis increment from 4DVAR (e.g.,

Fig. 5) the analysis increments for wind components,

temperature, and moisture from CONV (figures not

shown) are too small over the region with convective group

A (Fig. 2). Figure 16 further confirms the possible reason

of the small impact of the conventional data by showing

the statistic differences between conventional observations

and the background wind field over the square box in

Fig. 4. It is clear that the differences between the con-

ventional observations and background are too small,

leaving very little room for additional improvements.

When both conventional data and GLOW wind profiles

are assimilated, these conventional data act as an obser-

vational constraint, thus preventing the GLOW data from

imposing a strong influence on the area that has conven-

tional data (mostly surface data) coverage.

6. Conclusions

The importance of moisture fields in mesoscale con-

vective initiations has been well recognized and studied

extensively during IHOP_2002, while the influence of the

high temporal and vertical resolution wind profile mea-

surements on numerical simulations and predictions of

mesoscale convections have not been paid much atten-

tion. In this study, the impact of high vertical and temporal

wind profiles on the short-range simulation and prediction

of mesoscale convective events is investigated through

the 4DVAR data assimilation using the WRF model.

Convections that occurred on 12–13 June 2002 over the

region from the Kansas and Oklahoma border to the Texas

Panhandle during the IHOP_2002 are studied. Results

indicate that the high vertical and temporal resolution

wind observations have a significant influence on the con-

vective initiation and evolution. The assimilation of high-

resolution wind information has resulted in redistributions

in the wind, temperature, and moisture fields and results in

the more realistic simulations of the convection systems.

Even though only wind information was assimilated, the

temperature and moisture fields were also adjusted. Com-

pared with the observations, the simulated precipitation

evolutions of the mesoscale convective system in 4DVAR

are more realistic than that from the control simulation.

FIG. 16. As in Fig. 6, but that the results are calculated for the assimilation of conventional data experiment within the

region that is marked by dashed lines in Fig. 4.
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The predicted precipitation locations are in agreement

with the observed precipitation locations with enhanced

skill of QPF in most of cases.

Though the wind profile measurements assimilated in

the 4DVAR experiment come from a single station, anal-

ysis increments have been obtained with a spatial distri-

bution (Fig. 5). These results from the 4DVAR experiment

clearly demonstrated its ability in accomplishing the time

and space information conversion, a concept proposed by

Fujita (1963) many years ago. Therefore, the positive im-

pact of 4DVAR assimilation of multitime data over a sin-

gle station on the mesoscale prediction in this study also

presents a successful execution of the traditional time-to-

space conversion technique (Fujita 1963).

The positive impact of wind profile measurements on

the numerical simulation of mesoscale systems from this

study agree with the conclusion from a recent study by

Pu et al. (2010), in which the airborne Doppler wind li-

dar measured wind profiles have a great impact on the

numerical simulation of a tropical cyclone.

However, when assimilating conventional observations

(surface and radiosonde data) with GLOW wind profiles,

the results are not compatible with those from only as-

similating the GLOW wind profiles, showing a negative

impact of conventional data in integrated data assimila-

tion. This result, however, is opposite to the conclusion

from Pu et al. (2010), in which the integrated data as-

similation showed more promising results. The main

reason for the small impact on this specific case could be

attributed to the better coverage of these conventional

data as they provide constraints during the data assimi-

lation, thus, adding additional data (GLOW wind data)

from a single station could not influence the analysis in

the same areas. In Pu et al. (2010), the conventional data

are generally sparse over the ocean. Since lots of con-

ventional data used in this study are surface data, the

results might imply that high temporal and spatial reso-

lution profile data are necessary in the future in order to

impose a reasonable influence to the whole boundary

layer analysis. Future work will be conducted to draw

more robust conclusions regarding the role of the possible

atmospheric wind-profiling network in the initiation and

evolution of mesoscale convective systems. In addition, as

a recent study by Zhang et al. (2011) found that the en-

semble Kalman filter (EnKF) method has advantages

over the 4DVAR method in assimilating conventional

observations (especially moisture data), a future study

will also be performed to evaluate the more efficient data

assimilation method for integrated data assimilation.
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