
An idealized modeling study of nocturnal cooling
processes inside a small enclosed basin

M. T. Kiefer1 and S. Zhong1

Received 15 April 2011; revised 15 August 2011; accepted 15 August 2011; published 28 October 2011.

[1] The Advanced Regional Prediction System is utilized to examine the evolution of the
nocturnal boundary layer observed within Arizona’s Meteor Crater, a small enclosed basin,
on quiescent nights during the 2006 Meteor Crater Experiment field campaign. Two
aspects of the observed basin atmosphere are investigated: a quasi steady‐state three‐layer
temperature structure, including an isothermal layer away from the basin floor, and the
intrusion of a regional‐scale cold air drainage flow into the basin. In general, the
two‐dimensional numerical simulations are able to reproduce the salient features of the
nocturnal boundary layer inside Meteor Crater. A combination of increasingly cold air
intruding into the basin and pooling near the basin floor and compensating adiabatic ascent
yield an isothermal layer over a large depth of the basin atmosphere. A series of
experiments are then conducted in order to examine the sensitivity of basin thermal
structure to upstream terrain slope, basin width, and the presence of a rim surrounding the
basin. In the case of a large basin of O(10 km) in diameter, the cold air intrusion process
remains, but the larger basin volume yields greater dilution of the cold air intruding
into the basin, and a weak inversion develops inside the basin away from the floor. In the
case of a small basin with the same dimensions as Meteor Crater but with flat upstream
terrain, the influence of the surrounding terrain on basin cooling is negligible. Last, the
presence of a rim surrounding the basin is found to not be necessary for isothermal layer
development.

Citation: Kiefer, M. T., and S. Zhong (2011), An idealized modeling study of nocturnal cooling processes inside a small
enclosed basin, J. Geophys. Res., 116, D20127, doi:10.1029/2011JD016119.

1. Introduction

[2] The development and evolution of nocturnal boundary
layers within mountain basins is a subject of great interest to
researchers studying, for example, air pollution in basins
[Reddy et al., 1995] and aviation impacts from reduced vis-
ibility [Smith et al., 1997]. A common feature of nocturnal
boundary layers in basins are cold air pools, defined as
topographically confined, stagnant layers of air that are
colder than the overlying air [Whiteman et al., 2001]. In
extreme cases, the air temperature near the surface in valleys
or basins may be on the order of 10 K colder than near‐
surface air over the adjacent plain [Whiteman et al., 2001].
Further, cold air pools may be categorized as diurnal [e.g.,
Whiteman et al., 1996; Clements et al., 2003] or persistent
[e.g., Whiteman et al., 2001; Steinacker et al., 2007], based
on the duration of the event. In this study our focus is on the
former. The accepted theory on diurnal cold air pool for-
mation in valleys and basins [Geiger, 1965] dictates that

radiation loss along sloping terrain drives a downslope flow
of cold air into the developing cold air pool, amplifying the
cooling occurring due to radiative heat loss at the valley or
basin floor. A number of observational studies have exam-
ined such slope flows and have generally confirmed the
importance of such flows in cooling of the near‐surface air
in valleys [e.g., Barr and Orgill, 1989; Mahrt et al., 2001;
LeMone et al., 2003].
[3] Cold‐air pools have also been shown to form in situ

in valleys or basins in the absence of drainage flow
[Thompson, 1986]. Cooling of the basin atmosphere in the
absence of drainage flow may occur through turbulent heat
flux divergence, radiative flux divergence, or a combination
of the two processes. Clements et al. [2003] found that a
cold air pool in the Peter Sinks basin of Utah during
September 1999 formed in situ, mainly the result of radiative
flux divergence following a 1.5 h period near sunset in which
turbulent flux divergence dominated the surface cooling. In
contrast, modeling studies such as Vosper and Brown [2008]
and observational studies such as Gustavsson et al. [1998]
point to turbulent heat flux divergence as being the primary
source of basin atmosphere cooling, wherein the sheltering
effect of a valley or basin leads to a reduction of turbulent
fluxes above the surface (e.g., 10 m above ground level).
The result of such sheltering is rapid basin cooling since the
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downward sensible heat flux at the surface is not matched by
a downward turbulent heat flux in the atmosphere above the
surface. Thus net surface cooling is greater within the valley
or basin than elsewhere.
[4] An improved understanding of the physical processes

governing the evolution of cold air pools was a primary
motivation for the Meteor Crater Experiment (METCRAX)
conducted during October 2006 within Arizona’s Meteor
Crater near Winslow, Arizona [Whiteman et al., 2008].
While other field studies have contributed to our under-
standing of stable boundary layer structure and evolution in
valleys and basins [e.g., Whiteman et al., 1999; Clements
et al., 2003; Steinacker et al., 2007], the METCRAX exper-
iment was unique in terms of the idealized nature of the study
area. Meteor Crater, being symmetrical in shape and exhi-
biting uniform slope and sidewall heights without gaps, made
it an ideal site for examining boundary layer growth and
evolution. The crater, formed approximately 50,000 years
ago by a meteorite impact, is approximately 165 m deep and
1200 m in diameter at rim level. The rim of the crater rises
approximately 50 m above the surrounding plain and is
unbroken by large saddles or passes.
[5] During the experiment, a large number of continuous

observations were made from in situ and remote sensing
instruments inside and outside the crater. Continuous mea-
surements of mean meteorological variables, turbulence
fluxes, and radiative and soil fluxes were made inside the
crater using an array of Integrated Surface Flux Facility
(ISFF) towers. In addition, vertical profiles of mean mete-
orological variables through the depth of the crater atmo-
sphere were made during intensive observational periods,
chosen on the basis of forecasts of quiescent synoptic con-
ditions favorable for formation of cold air pools, gravity
waves, and seiches. For further details about the instru-
mentation and quality control of data collected during
METCRAX, the reader is referred to Whiteman et al. [2008]
and Yao and Zhong [2009]. The topography of Meteor
Crater, along with locations of tethersonde sites within the
crater basin and the rawinsonde site located north‐northwest
of Meteor Crater, is presented in Figures 1a and 1b.
[6] The METCRAX data revealed a nocturnal boundary

layer structure that is unique to the crater or small enclosed
basin [Whiteman et al., 2008]. Unlike the nocturnal
boundary layer over flat terrain or inside a large basin that is
generally characterized by an increase of temperature with
height, the crater boundary layer shows a three‐layer
structure that consists of a strong surface inversion, an
overlying nearly isothermal layer, and a secondary inversion
near the top of the crater basin. Such a structure had not
been observed in prior studies of nocturnal boundary layer
structures in closed basins [e.g., Clements et al., 2003;
Steinacker et al., 2007], although broadly similar structures
inside confined valleys have been simulated previously
[e.g., McNider and Pielke, 1984]. In addition to the three‐
layer structure, a horizontally homogeneous state was
observed away from the basin floor and the sidewalls, as
evidenced by nearly identical profiles measured simulta-
neously at three sites spanning the crater [Whiteman et al.,
2008]. Extensive evidence of the unique atmosphere inside
Meteor Crater may be found in the work of Whiteman et al.

[2008, 2010]. As an example, the three‐layer horizontally
homogeneous atmosphere observed inside Meteor Crater
during the intense observational period 5 (22–23 October
2006) is presented in Figure 1c. In general, the three‐layer
thermal structure and horizontal homogeneity were restricted
to quiescent nights, where the term “quiescent” refers here to
a lack of synoptic‐scale phenomena (e.g., fronts, cyclones)
along with surface winds outside the basin generally less
than 5 m s−1 [Yao and Zhong, 2009].
[7] Another phenomenon observed during METCRAX

was the persistent intrusion of a regional‐scale cold air
drainage flow into the crater basin [Whiteman et al., 2010].
Such terrain‐induced flows are common in regions of com-
plex topography, such as the area surrounding Meteor Crater,
and may occur on local or regional scales [Savage et al.,
2008]. Meteor Crater is situated in an area of gradually
sloping terrain of approximately 2% slope, with higher ter-
rain located west‐southwest of the crater basin (Figure 1a);
the slope is approximately homogeneous over an 80 km
long distance. The cold air intrusion phenomenon was first
identified by Whiteman et al. [2010] and was suggested
therein as the cause of the isothermal layer. Whiteman et al.
[2010] also proposed specific atmospheric processes that
could be responsible for the unique three‐layer structure,
including detrainment of cold air from the inflow layer
along the basin sidewall, adiabatic cooling of the basin
atmosphere, and continual cooling of the air intruding into
the basin. These physical processes were tested with an
analytical model by Haiden et al. [2011], with the modeling
results affirming the likely role of each of the processes in
the isothermal layer development. These processes will be
examined in detail in section 3. In contrast, understanding of
the role of the rim surrounding the crater basin on the
nocturnal cooling process is rather limited; however, recent
studies have begun to examine the subject, suggesting
deflection of regional drainage flow [Whiteman et al., 2010]
and the generation of turbulence near the top of the basin
cold air pool [Fritts et al., 2010] as possible rim impacts. It
is important, however, to emphasize the nearly idealized
nature of Meteor Crater, with a minimal impact on nocturnal
basin cooling from large‐scale advection and flow through
saddles or passes.
[8] This paper examines the sensitivity of basin cooling

processes and resultant thermal structure inside Meteor
Crater to a number of factors that prior research suggests
may be critical, including basin size, background terrain
slope, and the presence of a rim or lip surrounding the basin.
A modeling study of this nature requires simultaneously
modeling small‐scale terrain features (e.g., a basin rim),
which requires fine vertical and horizontal model resolution,
and the development of regional‐scale drainage flow, which
necessitates a model domain of O(10 km) or greater. Such
requirements combined with the need to run multiple
simulations for each parameter (e.g., basin size) was the
primary reason behind the decision to perform only two‐
dimensional simulations. Limitations of the 2‐D model
framework will be discussed later in the paper. The remainder
of this paper is organized as follows. A description of the
numerical model used in this study and the experiment design
are presented in section 2. Results and discussion of the

KIEFER AND ZHONG: NOCTURNAL BASIN COOLING D20127D20127

2 of 15



experiments are presented in section 3, and the paper is
concluded in section 4.

2. Model Description and Experiment Design

[9] The numerical model utilized for this study is the
Advanced Regional Prediction System (ARPS) Version
5.2.7 [Xue et al., 2000, 2003]. ARPS is a three‐dimensional,
compressible, nonhydrostatic atmospheric modeling system
with a terrain‐following coordinate system. A 1.5‐order
subgrid‐scale turbulence closure scheme with a prognostic
equation for the turbulent kinetic energy is utilized, as well
as a land surface and vegetation model based on Noilhan
and Planton [1989] and Pleim and Xiu [1995] and radia-
tion physics following Chou [1990, 1992] and Chou and

Suarez [1994]. Effects of topographic shading on radiative
fluxes are accounted for as in the work of Colette et al.
[2003]. Fourth‐order accurate finite differencing of the
advection terms is used in both the vertical and horizontal
directions, while the upper boundary condition for all
simulations is a sponge layer extending from z = 6.1 km to
the model top at z = 8 km. Owing to the regional‐scale
domain size, the Coriolis force is computed (as a function of
central latitude only). However, moist processes are omitted
in all simulations and the sounding utilized is completely
dry.
[10] A two‐dimensional computational domain has been

utilized in this study in order to meet the competing
demands of fine resolution required inside the basin and the
large domain size needed to allow a mature regional‐scale

Figure 1. (a and b) Topographic map of Arizona’s Meteor Crater. Figure 1b is a zoomed‐in view of the
inset region indicated in Figure 1a by the dashed outline. Contour interval in Figure 1a is 20 m and in
Figure 1b is 10 m. Adapted from Yao and Zhong [2009]. (c) Coincident temperature soundings made
from the east lower slope (“east” in Figure 1b), central floor (“center” in Figure 1b), and west lower slope
(“west” in Figure 1b) tethersondes inside the crater and the rawindsonde (ISS in Figure 1a) outside the
crater at 0308 MST 23 October 2006, during Meteor Crater Experiment (METCRAX) intensive obser-
vational period 5. For reference, astronomical sunset occurred at 1738 MST 22 October, although local
sunset varies depending on location within the basin (local sunset at basin center was 1606 MST).
Elevation of the crater rim is indicated by a horizontal line.

KIEFER AND ZHONG: NOCTURNAL BASIN COOLING D20127D20127

3 of 15



drainage flow to develop. To accurately represent local
forcing within the region of the basin, 30‐m horizontal grid
spacing is utilized along with a vertically stretched grid with
minimum vertical grid spacing of 2.5 m near the surface.
The grid is gradually stretched to 300 m at the model top.
The model domain, which is centered at 35.028 N,
−111.023 W (the coordinates of Meteor Crater), extends
60 km in the x direction and 8 km in the z direction.
Experiments in which horizontal and vertical domain sizes
were allowed to vary indicate that the horizontal domain is
sufficiently large to allow drainage flows to fully develop,
while further increasing the vertical domain size has negli-
gible impacts on model results (not shown). Orlanski‐type
open lateral boundary conditions are utilized, with the
western lateral boundary located 30 km from the western
edge of the basin and the eastern lateral boundary located a
minimum of 20 km from the eastern edge of the basin.
[11] For all simulations, ARPS has a horizontally homo-

geneous initial condition. A base state sounding consisting
of a uniform 2 m s−1 westerly wind and neutral static sta-
bility is utilized for all experiments. Such an initial state
is chosen to allow the study to focus on nocturnal cooling
processes under generally quiescent conditions, without
additional complications such as vertically propagating
gravity waves or turbulence generated due to strong flow
over the basin rim. It should be emphasized that the 2 m s−1

wind speed represents background conditions well away
from the basin and is not meant to represent regional

drainage flow, which is allowed to naturally develop in the
model as the upstream sloped terrain cools via radiative loss.
The model is initialized approximately 1 h before local sunset
and is run for a total of 6 h to simulate the development of
the nocturnal cold air pool. The radiation model utilizes a
lookup table for shortwave radiation values corresponding
to the late October period, while longwave radiative com-
ponents are computed as a function of the evolving surface
and air potential temperature. Thus the overall experiment
design is intended to represent background conditions dur-
ing quiescent periods of the METCRAX campaign but not
any specific case.
[12] Two sets of experiments are conducted in this study:

experiments wherein basin size is varied (as measured by the
width (W) of the 2‐D basin) and experiments where basin
rim (R) and background slope (BS) are varied. Figure 2
summarizes the experiments conducted. Topography for
the control case (CON) is intended to represent a cross‐
sectional slice through Arizona’s Meteor Crater, aligned with
the regional terrain gradient (i.e., approximately southwest‐
northeast). The model topography features a basin width
(depth) of 1200 (160) m, a rim rising approximately 35 m
above the surrounding plains, and a 2% background slope
upstream of the basin. The reader should note that the actual
terrain north and east of Meteor crater is not flat (Figure 1a),
as is assumed in all experiments in this study. However,
since the actual terrain slopes downward toward lower ele-
vations north and east of Meteor Crater, the impact of such a

Figure 2. Summary of numerical experiments. For all experiments, the western edge of the basin is
located 30 km downstream of the western lateral boundary, with the eastern edge of the basin located
a minimum of 20 km from the eastern lateral boundary; only a subset of the domain focused on the basin
itself is displayed. Note that the control case, denoted CON, may alternately be referred to as RW1200 or
RBS2. For simplicity, the name CON will be used throughout this paper. Gray shading depicts the area
utilized for computing basin cooling rate in sections 3.2 and 3.3.
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simplification on the basin atmosphere is expected to be
minimal. For convenience, we utilize a naming convection
in which one or more prefixes (where R is rim, NR is no rim,
W is width, and BS is background slope) are combined
with a numeral suffix, which connotes either the width of
the basin (e.g., 2400 m) or the background slope of the
upstream terrain (e.g., 2%). In the first set of sensitivity
experiments (RW1200 (i.e., CON), RW2400, RW4800,
RW9600; Figure 2a) the terrain upstream of the basin is
fixed in order to examine the impact of basin width on
basin cooling and thermal structure. In the second set of
experiments (RBS2 (i.e., CON), NRBS2, RBS0, NRBS0;
Figure 2b), the width of the basin is fixed at 1200 m and the
effect of the rim and upstream background slope on basin
cooling processes and thermal structure is considered.

3. Results and Discussion

3.1. Control Case

[13] We begin by examining the control case (CON) in
order to first assess the ability of the model to reproduce the
phenomena observed during METCRAX and, second,
evaluate the nocturnal cooling process inside the basin.
Figure 3 illustrates the thermal structure simulated in CON,
with the basin center temperature profiles in Figure 3a
indicating that ARPS is able to reproduce the thermal
structure observed on quiescent nights during METCRAX
(compare Figures 1c and 3a). Within the first 3 h of the
simulation (T00‐T03, where “03” refers to the hour after
initialization), a three‐layer structure develops inside the
basin, including an isothermal layer and a strong surface‐
based inversion (Figure 3a). Outside the basin, a cold air
drainage flow is simulated (Figure 3b), with peak along‐
slope wind speeds of 5–6 m s−1 developing by T03 (not
shown), with the jet maxima located approximately 15 m
AGL. Such details agree well with observations on quies-
cent nights during METCRAX [Savage et al., 2008]. As
also seen in Figure 3b, cold air pooling is simulated within
an approximately 50‐m‐deep layer upstream of the basin
rim, extending as far as 1 km upstream. The cold air
upstream of the basin is seen to surmount the rim and drain
down the sidewalls toward the floor of the basin (Figure 3c),
while radiative loss from the basin floor promotes devel-
opment of a shallow temperature inversion across the lowest
10–15 m of the basin (Figure 3a).
[14] The time series of thermodynamic budget terms

presented in Figure 4 (see Appendix A for details of budget)
confirm that the cooling at the surface within the basin
center is not a result of advection but rather cooling of the
underlying ground surface. Figure 4a indicates that the
primary cooling mechanism for the formation of the surface
inversion is vertical turbulent mixing (MIXV). The air in
immediate contact with the ground cools due to the domi-
nance of the outgoing longwave radiation flux (not shown),
and the chilled air is mixed upward via turbulent flux
divergence (the vertical component is parameterized in
ARPS as @

@z (�KH
@�
@z), where � is base state density, KH is

eddy diffusivity and � is potential temperature). The total
cooling rate is much larger at the surface than in the interior
of the basin (compare Figure 4a to Figures 4b and 4c),
consistent with the development of the strong surface
inversion. The dominance of vertical turbulent mixing is

Figure 3. Analysis of case CON. (a) Hourly vertical pro-
files of air temperature (C) at basin center for the period
T00‐T06 (0–6 h after initialization) and (b and c) vertical
cross sections of air temperature (shaded; C) andwind vectors
(m s−1), at time T02. Figures 3b and 3c depict regional and
basin‐scale view, with the latter zoomed into the basin for
greater clarity of features; see dashed outline in Figure 3b.
In Figure 3c, the three small circles (labeled P1, P2, P3) cor-
respond to the points used for the thermodynamic budget
time series in Figure 4, the large circle and rectangle indi-
cate the point location and averaging area used to compute
the time series in Figure 5, and the asterisks indicate the
locations used for the WL and EL profiles in Figure 6.
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restricted to the lowest 10 m of the basin, above which
cooling due to turbulent mixing is negligible (Figures 4b
and 4c).
[15] Regarding basin cooling processes, the cross sections

of temperature also suggest the means by which the basin‐
wide cooling evident in the vertical profiles (Figure 3a) is
achieved. Broad upward motion inside the basin, a conse-
quence of mass conservation, cools the basin atmosphere

away from the floor and sidewalls via adiabatic cooling.
From the cross sections (Figures 3b and 3c), it can be inferred
that the cold air pool inside the basin is deepening as a result
of upward motion. Analysis of ARPS thermodynamic bud-
get forcing terms confirms this finding (Figures 4b and 4c).
Of importance in Figure 4 is the period of peak cooling at
points away from the basin floor (P2 and P3) between T02
and T03; the cooling is dominated by vertical advection at
point P2 and horizontal advection at P3. The slightly larger
total cooling rate at point P2 (Figure 4b) is consistent with
the trends in the temperature profiles, as well as the devel-
opment of the isothermal layer (Figure 3a). The horizontal
advection at P3 is not entirely surprising considering the
predominance of horizontal air motion in the upper 1/3 of
the basin (Figure 3c). Haiden et al. [2011] cite adiabatic
cooling as a process key to the formation of the isothermal
layer. As they point out, in the absence of other thermody-
namic processes, adiabatic cooling in the basin will produce a
layer of neutral buoyancy above the level of neutral buoyancy
of the inflow air, i.e., above the surface‐based inversion.
[16] An additional factor related to basin cooling identi-

fied by Whiteman et al. [2010] and Haiden et al. [2011] is
the continuous cooling of the air upstream of the basin
during the overnight. As seen in the time series of basin
inflow potential temperature seen in Figure 5a, the phe-
nomenon is also present in the ARPS simulations. This
mechanism has been shown by Haiden et al. [2011] to
stabilize the layer above the surface‐based inversion as
progressively colder air enters the basin and drains toward
the bottom of the basin; such a process has been described
by Haiden et al. [2011] as a “filling‐up” mode. In the
absence of this mechanism, neutral stratification would
result due to the dominance of the abiabatic cooling process.
Thus the presence of the isothermal layer in our simulations,
and the identification of the two competing basin thermo-
dynamic processes, appear to support the findings of Haiden
et al. [2011] regarding the development of the isothermal
layer. It is worth noting that the strengthening of the cold air
pool at the bottom of the basin has been shown to lead to a
slowing down of sidewall flows due to a reduction of the
negative buoyancy of air parcels flowing down the sidewall
[Fleagle, 1950; McNider, 1982]. Although there is evidence
of such a process occurring in the present simulations (e.g.,
UIN in Figure 5b), analysis of the effect of this secondary
process on sidewall flow and basin cooling is left to future
work.

Figure 4. Time series of thermodynamic equation forcing
terms, at points (a) P1, (b) P2, and (c) P3, for case CON.
See Figure 3c for the location of the points inside the
basin. The terms are labeled as follows: MIXH and MIXV are
horizontal and vertical turbulent mixing of potential tem-
perature, ADVH and ADVV are horizontal and vertical
advection of potential temperature, and TEND is the sum of
the four terms. Note that radiation flux divergence (RAD) is
omitted from the figure due to the small magnitude of the
term, compared to advection and mixing. The time series
displayed are nine‐point averages, with the central point
located at the basin center. Note the change in y axis range and
tick mark intervals between Figure 4a and Figures 4b–4c.
See Appendix A for a detailed description of the terms.
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[17] A third basin cooling process considered byWhiteman
et al. [2010] and Haiden et al. [2011] is detrainment cooling.
The mechanism, proposed to play a role in the formation of
the isothermal layer observed during METCRAX, suggests
that cold air pouring into the basin flows down the sidewall
slope, detrains from the layer immediately along the side-
wall, and is mixed laterally across the basin, possibly via
breaking Kelvin‐Helmholtz waves. In our simulations,
however, the tongue of warm air seen in Figure 3c in the
western portion of the basin, a feature also identified in
METCRAX observations (not shown), suggests that basin
cooling due solely to detrainment is likely small in magni-
tude. Cold air that detrains from the inflow layer along the
sidewall would have difficulty mixing across the basin due

to the intervening warm tongue. Interestingly, the analytical
model developed by Haiden et al. [2011] has been shown to
produce an isothermal layer even when basin cooling occurs
entirely through adiabatic rising motion and the detrainment
process is absent. It is important, however, to emphasize that
we are unable, from our limited number of 2‐D numerical
simulations, to eliminate the possibility of detrainment
cooling playing an important role in a fully three‐dimensional
basin such as Meteor Crater. In summary, while uncertainty
may exist regarding precisely how basin cooling is achieved,
whether through a combination of detrainment and adiabatic
motion or predominately through adiabatic motion, consen-
sus does exist regarding the important role of cold air
intrusion in the basin cooling process and the isothermal
layer development.
[18] It is important to mention the possible impact of

turbulent mixing near the western lower sidewall on basin
thermal structure, as has been cited in prior studies of kat-
abatic flows [e.g., McNider and Pielke, 1984]. As indicated
by the wind vectors in Figure 3c, strong wind shear exists
immediately above the western lower sidewall, coincident
with a region of decreased static stability (as compared to
further west along the sidewall). A region of substantial
turbulent kinetic energy [O(0.5 m2 s−2)] develops in this
area (Figure 6a) but is restricted to the western half of the
basin (compare Figures 6a–6c). McNider and Pielke [1984],
in a series of 2‐D numerical simulations of valley flows,
found that a weak return (upslope) flow atop the drainage
flow layer produced cold air advection above the surface
inversion, weakening static stability and promoting mixing
in the presence of vertical wind shear. Although such a
process appears to exist in CON, it is important to point out
that such a mechanism, restricted to the western half of
the basin, is unable to explain the formation of the near‐
homogeneous isothermal layer observed and simulated
across the entire basin.
[19] Before proceeding, it is worth briefly discussing

several limitations of the 2‐D model design. The lack of a
third dimension implies that the blocking effect of the rim
on the regional‐scale drainage flow is underestimated. The
limited blocking is evidenced in the peaked nature of the
basin cooling rate deduced from the vertical profiles in
Figure 3a; an analysis of METCRAX observations suggests
that the 2‐D simulations overestimate peak cooling rate and
also imply that the cooling in reality is more equally dis-
tributed throughout the night. As a result of exaggerated
cold air intrusion rates, the 2‐D model tends to exaggerate
the compensating upward motion and associated adiabatic
cooling. An additional shortcoming of the 2‐D model design
is the inability of the model to reproduce the topographic
convergence of intruding winds that surmount the rim. The
lack of topographic convergence will impact the magnitude
of the compensating adiabatic motion in the basin. Addi-
tionally, with regards to the simulation of turbulence, the
direction of the energy cascade is known to be different for
2‐D and 3‐D turbulence [Tennekes, 1978]. The nonnegligible
values of turbulent kinetic energy seen in Figure 6 suggests
that caution must be exercised when extrapolating the find-
ings of this 2‐D modeling study to 3‐D real‐world basins. In
spite of these model limitations, the qualitative similarity
between the atmosphere observed inside Meteor Crater and
over the surrounding terrain during METCRAX and that of

Figure 5. Time series of (a) �IN, potential temperature of
inflow layer air, and �(H), average potential temperature
of air at top of basin (K), and (b) (�IN − �(H)), inflow poten-
tial temperature depression (K), and UIN, inflow wind speed
(m s−1). All time series displayed are from case CON.
Inflow potential temperature depression is defined as the dif-
ference in potential temperature between the inflow layer air
and the average value at the top of the basin (see Figure 3c
for area used to compute average). Inflow values are surface
values at the westernmost point inside the basin, (see Figure 3c
for location of point). The components in Figure 5b are
used to compute an intrusion cooling rate (ICR), defined in
equation (2), and discussed in section 3.2.
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case CON lends support for the use of 2‐D experiments in
clarifying the role of specific parameters (e.g., basin width)
on the basin cooling process.

3.2. Basin Width Experiments

[20] With satisfactory reproduction of the salient features
of the crater atmosphere observed on quiescent nights dur-
ing the METCRAX experiment, discussion now proceeds to
examination of the role of various factors (e.g., basin size,
basin rim) in basin cooling and development of the three‐
layer thermal structure. Examining the impact of basin width
first, it can be seen in Figure 7 that robust systematic
changes in thermal structure are evident in experiments in
which basin width is increased. Several aspects of the basin
center temperature profiles (Figure 7) are particularly note-
worthy. First, the length of time during the evening in which
only a surface inversion is present (and the isothermal layer
is absent) increases as basin width increases. For CON, this
period of surface‐dominated cooling is less than an hour
(Figure 3a), but increases to at least 1 h for RW2400 and to
about 2 h for RW9600. Second, comparing the temperature
profiles at time T06 to the initial state, the net amount of
basin cooling is found to decrease as basin width increases,
although surface temperatures cool between T00 and T06 by
approximately the same amount in each case (20–21 C).
Given a finite amount of cold air intruding into the basin, a
larger basin width implies a greater amount of dilution and
thus weaker basin‐wide cooling. Last, it is evident that the
static stability of the basin atmosphere, once the surface
cooling phase ends, is increasingly stable as basin width is
increased. For the RW9600 experiment, with a 9.6 km basin
width, this yields only a shallow near‐isothermal layer. Such
changes are consistent with the general expectation that as a
basin becomes more and more broad, nocturnal cooling will
to an increasing degree resemble cooling over flat, open
terrain. In other words, the cold air intrusion process, away
from the basin wall, becomes less relevant to nocturnal
cooling as basin size increases.
[21] To further elucidate the sensitivity of nocturnal cool-

ing to basin size, basin‐average cooling rate (BCR) has been
computed for CON and each of the basin width experiments,
according to

BCR ¼
PN

i¼1
@T
@t

� �
i * Að Þi

h i
Að Þbasin

8<
:

9=
; ¼

PN
i¼1

@T
@t

� �
i * Að Þi

h i
PN

i¼1 Að Þi

8<
:

9=
; ð1Þ

where T is the air temperature of the ith 2‐D grid cell inside
the basin, (A)i is the area of the ith 2‐D grid cell, and (A)basin
is the cross‐sectional area of the basin. Note that due to the
stretched nature of the vertical grid levels, the area of the
2‐D grid cells varies across the basin. See Figure 2 for an
illustration of the basin cross‐sectional area for each exper-
iment. It is evident from the BCR time series presented in
Figure 8a that basin‐average cooling decreases as basin
width is increased, consistent with conclusions drawn from
the basin center temperature profiles (Figure 7). A second
feature of note in the BCR time series is the increasing delay
in the time of peak cooling, from approximately 2.25 h in
CON to about 3.25 h in RW9600. Basin average cooling
reaches zenith following the surface‐based cooling phase
noted in Figure 7 and then gradually decreases thereafter as

Figure 6. Vertical profiles of turbulent kinetic energy at
point (a) WL, (b) CTR, and (c) EL. Point WL is located
along the lower western sidewall, approximately 360 m west
of point CTR, and point EL is located approximately 360 m
east of point CTR (see Figure 3c for locations of points).
Note that points WL, CTR, and EL do not correspond
exactly to the tethersonde sites WEST, CENTER, and EAST
in Figure 1b. Figures 6a–6c are from case CON.
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the difference in potential temperature between the inflow
air stream and the average temperature of the air at the top of
the basin decreases (Figure 5b). The resultant decrease in
negative buoyancy of the inflow air stream can be attributed
to the fact that the basin atmosphere cools at a faster rate
than that of the incoming air (Figure 5a); as a consequence
the regional drainage flow is deflected over the basin to an
increasing degree as the night progresses.
[22] In order to better quantify the impact of cold air

intrusion on the basin cooling, an intrusion cooling rate
(ICR), normalized by basin area, is computed as

ICR ¼ UINDIN �IN � � Hð Þ½ �PN
i¼1 Að Þi

( )
ð2Þ

where UIN and DIN are inflow wind speed and the width of
the inflow layer along the sidewall, respectively, and �IN
and � (H) are potential temperature of the inflow layer
and ambient potential temperature at the top of the basin,
respectively. Equation (2) is based on equation (2) of Haiden
et al. [2011] and represents an estimate of the amount of
basin cooling attributable to intrusion of cold air from outside
the basin, normalized by basin area. This cooling estimate
accounts for all intrusion cooling processes (e.g., detrain-
ment, adiabatic cooling). In interpreting Figure 8b, we are
most interested in the sensitivity of normalized ICR to basin
width and less interested in the actual magnitude of ICR. It
should be noted that nonnormalized ICR increases with
increasing basin width (not shown), through the � (H) term
in equation (2), since basin average cooling weakens with
increasing basin size (see Figure 8a or Figure 7). The
decreasing magnitude of normalized ICR with increasing
basin width see in Figure 8b is expected due to the nor-
malization of ICR by basin area.
[23] Before proceeding, we must emphasize that ICR is an

estimate of the amount of basin cooling resulting from the
cold air intrusion process. Error in the computation of any of
the parameters that make up ICR (e.g., error that results
from computing UIN as the surface value at the westernmost
point inside the basin) can produce an ICR that is smaller or
larger than reality. It is important to note from Figure 8b that
while ICR exceeds BCR throughout the CON case time
series, the opposite is the case for the largest two basins
considered. These differences result from the fact that ICR is
an estimate. ICR overestimates basin cooling for the smal-
lest basin (CON) and underestimates basin cooling for the
larger basins (RW4800 and RW9600). We reiterate the
point that ICR is compared to BCR here to qualitatively
evaluate the relationship between basin cooling and cooling
due to the intrusion process.
[24] Examining Figure 8b, there is a notable correspon-

dence of the time of peak ICR to that of BCR (compare
Figures 8a and 8b), confirming that intrusion of cold air into
the basin from the surrounding region is the main source of
the basin cooling seen in Figure 3a and Figure 7. Com-
paring the ICR time series in Figure 8b to the ICR component
time series in Figure 5b, it is clear that the peak in basin
cooling is due to both a peak in inflow wind speed and a peak
in the potential temperature depression of the inflow air. Prior
to the peak time, the drainage flow outside of the basin has not
yet reached maturity, while after the peak time, the basin top
average temperature begins to cool more rapidly than the
inflow air such that the inflow air becomes less negatively
buoyant. Thus the rate of intrusion cooling peaks and then
wanes through the remainder of the simulation. Last, note that
a peak in intrusion cooling rate also corresponds to a peak in
upward motion and adiabatic cooling rate, as the inflow mass
flux (i.e., UINDIN in equation (2)) is compensated for by
upward motion inside the basin (not shown).

3.3. Rim and Background Slope Experiments

[25] Having addressed the impact of basin width on
nocturnal basin cooling, we now turn our attention to the
question of how the basin rim and gentle upstream terrain
slope impact the nocturnal cooling process inside Arizona’s
Meteor Crater. More specifically, we wish to understand
which aspects of the terrain surrounding the basin are critical

Figure 7. Same as Figure 3a but for the basin width cases
(a) RW2400, (b) RW4800, and (c) RW9600.
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to the cooling process and development of the isothermal
layer inside the basin. Prior research has suggested that the
gentle terrain slope as well as the basin rim play important
roles in the basin cooling process and isothermal layer
development [Whiteman et al., 2010; Haiden et al., 2011],
and it is these claims which we intend to evaluate here.
Vertical profiles of temperature at basin center do in fact
attest to the important effects of the surrounding terrain on
nocturnal cooling inside the basin (Figure 9). Addressing
rim impacts first, however, it can be seen in a comparison of

CON (Figure 3a) and NRBS2 (Figure 9a) that neither basin
cooling nor the three‐layer thermal structure are particularly
sensitive to the presence or absence of the rim. The depth of
the isothermal layer in NRBS2 is approximately 25 m less
deep, though this is consistent with the shallower basin in
the NRBS2 case (see terrain profile in Figure 2b). Com-
parison of the vertical cross section of temperature at time
T02 for case NRBS2 (Figure 10b) to CON (Figure 3b)
further illustrates the limited sensitivity of basin cooling to
the presence of the rim. Overall, basin cooling is delayed

Figure 8. Time series of basin‐average (a) computed cooling rate (BCR; K s−1) and (b) estimated intru-
sion cooling rate (ICR; K s−1), for the basin width experiments. The intrusion cooling rate calculation is
based on work by Haiden et al. [2011]; see text for further details. The first hour of the simulation is
omitted.
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and is somewhat weaker in magnitude in the simulation with
the rim, a finding that is corroborated by the BCR time
series in Figure 11. However, it should be emphasized that
our simulations strongly suggest that development of the
isothermal layer is not dependent on the presence of the rim.
[26] In contrast, removal of the gentle upstream slope and

thus cold air drainage flow yields significant changes to
basin cooling. Much weaker cooling is noted away from the
basin floor, regardless of the rim presence (Figure 11), and
the isothermal layer is eliminated altogether in case RBS0
(compare Figure 3a to Figures 9a and 9b). Removal of the
upstream terrain slope yields a basin that is effectively iso-
lated from the surrounding terrain, a state that is exacerbated
by the presence of the rim surrounding the basin in case

RSB0. Examination of the vertical cross section of tem-
perature for the RBS0 case confirms that cold air upstream
is unable to surmount the rim and intrude into the basin
(Figure 10d). However, cooling of the sidewall slopes due to
radiative loss leads to development of a weak in situ
drainage flow that contributes to cold pool development at
the bottom of the basin (not shown). Additional tests with an
intermediate background slope of 1% have been conducted
indicating that a background slope as weak as 1% can yield
an isothermal layer, with or without a rim (not shown).
However, as evidenced by case NRBS0, an isothermal layer
can develop even without a regional scale drainage flow, as
long as cold air over the surrounding terrain is able to
intrude into the basin (Figure 10f). Future work will further
explore the combined effects of background slope and rim
height on basin cooling, as well as extend the current work
to include 3‐D simulations.

3.4. Generality of Findings

[27] The prevalence of regional‐scale cold air downslope
flows at night at Arizona’s Meteor Crater [Savage et al.,
2008], and thus the availability of cold air to intrude into
the basin, suggests that the three‐layer structure described
by Whiteman et al. [2008] is not an isolated occurrence
there. In fact, Savage et al. [2008] found that southwesterly
downslope flow was present at night over the plains sur-
rounding Meteor Crater more than 50% of the time during
October 2006, most commonly under quiescent synoptic
conditions. Climatic studies have shown that ridges of high
pressure are present in the southwestern United States on
more than 70% of the days during the summer and early
autumn [Wang and Angell, 1999]; stable, calm conditions
have been shown to be highly favorable for development
of regional‐scale terrain‐induced circulations. Our results
indicate a strong dependence of isothermal layer develop-
ment on the presence of the regional‐scale drainage flow.
Thus we expect that the mechanism is probably active on
most nights with quiescent conditions, that is, without the
influence of broader‐scale disturbances such as upper‐level
troughs or fronts. Further, even on nights where large‐scale
disturbances disrupt the regional‐scale drainage flow, the
three‐layer structure may be present during at least part of
the overnight when regional‐scale flow is able to develop
[Whiteman et al., 2010]. Last, although the isothermal layer
phenomenon was first documented in Meteor Crater, similar
boundary layer structure is expected to occur in other basins
in the western United States and other mountainous regions
of the world.

4. Summary and Conclusions

[28] Idealized 2‐D simulations performed with the ARPS
model reproduced the key features of the temperature evo-
lution observed inside Arizona’s Meteor Crater on quiescent
nights during the 2006 METCRAX field campaign. Two
aspects of the observed crater atmosphere were investigated:
a quasi steady‐state three‐layer temperature structure,
including an isothermal layer away from the basin floor, and
the intrusion of a regional‐scale cold air drainage flow into
the basin. In general, the two‐dimensional numerical simu-
lations were able to reproduce the salient features of the
nocturnal boundary layer inside Meteor Crater. A series of

Figure 9. Same as Figure 7 but for the rim and background
slope experiments.
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experiments were then conducted in order to examine the
sensitivity of thermal structure inside the basin to upstream
terrain slope, basin width, and the presence or absence of a
rim surrounding the basin. A summary of the model results
is presented in Figure 12.
[29] In the case of Meteor Crater (Figure 12a), cooling of

the upstream gently sloped terrain leads to the development
of a cold air drainage flow. While cold air pools upstream of
the rim surrounding the basin, a portion of the drainage flow
is able to surmount the rim and enter into the basin since the
drainage flow is colder than the air inside the basin and

therefore negatively buoyant. The mass flux into the basin is
compensated for by upward motion inside the basin; the
combination of increasingly cold air draining into the basin
(a stabilizing process), and the adiabatic lift (a destabi-
lizing process) yields the isothermal layer observed during
METCRAX, consistent with Haiden et al. [2011]. Mean-
while, radiative loss at the basin floor leads to the develop-
ment of a strong surface inversion beneath the isothermal
layer.
[30] In the case of a large basin of O(10 km) in diameter

(Figure 12b), the cold air intrusion process and strong sur-

Figure 10. Vertical cross sections of air temperature (shaded; C) and wind vectors (m s−1) for the rim
and background slope cases (a, b) NRBS2, (c, d) RBS0, and (e, f) NRBS0, at time T02. Regional view
(Figures 10a, 10c, and 10e) and zoomed into the basin for greater clarity (Figures 10b, 10d, and 10f); see
dashed outline. A vector key is provided; note difference in vector scales. To improve the visualization of
weak katabatic flow in cases RBS0 and NRBS0, insets are provided in the lower left portion of Figures 10d
and 10f which display wind vectors along the western sidewall scaled by 200%; see vector key.
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face based radiative loss remain, but the much larger basin
volume yields greater dilution of the cold air intruding into
the basin and a weaker adiabatic response. Thus rather than
an isothermal layer, a weak inversion develops inside the
basin away from the floor. This is consistent with the
expectation that as a basin becomes wider, the nocturnal
cooling process will to an increasing degree resemble
cooling over flat, open terrain. In other words, the cold air
intrusion process, away from the basin sidewall, becomes
less relevant to nocturnal cooling as basin size increases.
[31] In the case of a basin with the same dimensions

as Meteor Crater, but with zero upstream terrain slope
(Figure 12c), the influence of the surrounding terrain on
basin cooling is negligible. Cooling of the basin sidewall
slopes leads to the development of weak sidewall down-
slope flow, and cooling of the basin, while radiative loss at
the basin floor yields a strong surface inversion. The relative
weakness of the adiabatic cooling inside the basin precludes
development of an isothermal layer. In the sense that
intrusion of cold air into the basin (and compensating adi-
abatic lift) plays a minimal role in basin cooling, large
basins exposed to the effects of a regional drainage flow and
isolated small basins without any regional drainage flow are
similar. In the case of the large basin exposed to a regional
drainage flow, the large volume implies that the compen-
sating vertical motion will be rather weak. For a small,
isolated basin without regional drainage flow, the lack of
cold air intrusion from outside the basin means that cooling
away from the basin sidewalls and floors will be minimal.
Both types of basins lack the proper basin and regional‐
scale terrain geometry needed for development of an iso-
thermal layer. However, the presence of a rim surrounding
the basin is not a prerequisite for isothermal layer devel-
opment, as the results of this study show.

[32] Before concluding, it is important to recall several
limitations of this study. First and foremost, the findings are
based on two‐dimensional simulations. The lack of a third
dimension implies that the blocking effect of the rim on the
regional‐scale drainage flow is underestimated. The limited
blocking effect is evidenced in the peaked nature of the
basin cooling rate time series; METCRAX observations
suggest that the two‐dimensional simulations overestimate
peak cooling and also imply that the cooling is more equally
distributed throughout the night. Additional shortcomings of
the 2‐D model design include the inability of the model to
reproduce the topographic convergence of intruding winds
that surmount the rim and the inability of a 2‐D model to
properly represent the downscale energy cascade. In addi-
tion to the two‐dimensional limitations, incomplete model
radiation physics may affect the interpretation of our results.
As the ARPS model only considers the vertical component
of radiative fluxes, the effect of the horizontal component of
radiative flux from the sidewalls on the temperatures inside
the basin are not accounted for.
[33] In spite of such limitations, this study has succeeded

in providing valuable insight regarding the development of
the three‐layer structure inside Arizona’s Meteor Crater and
the role of cold air intrusion into the basin on the cooling
process. However, much work remains, including examin-
ing a larger parameter space, extending the simulations to
3‐D, and performing additional model budget analysis to
more definitively identify the physical processes critical
to the unique thermal structure observed inside Meteor
Crater. Additional parameters are likely to impact the
cooling process and need to be examined in future work,
including upstream wind and stability, sidewall slope, rim
height, and basin depth. Extension of this work to 3‐D will
allow for further assessment of the role of blocking in the

Figure 11. Same as Figure 8a but for the rim and background slope experiments.
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basin cooling process. Along with the important findings of
this study, such future work is expected to provide addi-
tional insight into how airflow outside of a closed basin can
impact the nocturnal boundary layer inside.

Appendix A: Thermodynamic Budget

[34] First, consider the thermodynamic equation in the
absence of precipitation processes,

@�′

@t
¼ ��w

@�

@z
�~u � #

�′þ #� ~H þ R ðA1Þ

where we have neglected in equation (A1) coordinate
transformation factors in the ARPS prognostic equations
(however, they are included in calculated budget terms). In
equation (A1), � refers to potential temperature, �ðÞ and ()′
refer to base state (function of height only) and perturbation
variables, u is the total wind vector, and ~H is the three‐
dimensional turbulent heat flux. Heat flux is computed in
ARPS as ~H = �KH (

#

�), where � is base state density and
KH is the thermal turbulent diffusivity. From left to right in

equation (A1), the terms are time rate of change, or ten-
dency, of perturbation potential temperature (TEND), adia-
batic warming/cooling (ADAB), advection (ADV), turbulent
mixing (MIX), and radiative forcing (RAD). For a full
description of the ARPS governing equations, see Xue et al.
[2000, 2001]. Combining the first two terms on the right‐
hand side of equation (A1) yields advection of total potential
temperature, and delineating between forcing in the hori-
zontal and vertical dimensions yields

TEND �′ð Þ ¼ ADVH �ð Þ þ ADVV �ð Þ þMIXH �ð Þ þMIXV �ð Þ þ RAD

ðA2Þ

where subscripts H and V correspond to the horizontal and
vertical components of forcing, respectively. In this and all
subsequent budget analyses, the tendency term is calculated
as a residual by summing each of the forcing terms on the
right‐hand side of equation (A2). A comparison of the
residual of equation (A2) and the actual tendency computed
from high‐frequency model output suggests that the residual
provides a reasonable estimation of tendency (not shown).
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